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MM ooddeell iinngg  ooff   bbiioommoolleeccuullaarr   iinntteerr aacctt iioonnss  
  

1. Biology, medicine, and informatics 
 

In the beginning of the 21st century, one of the main goals of society is to increase the quality 
of life and maintaining the full performance and physical activity throughout the whole 
lifetime. This leads to extremely rapid development of all areas of human knowledge related 
to the study of living matter and to fast application of the obtained results for society benefit. 
Special attention is paid to the development of biology, medicine and pharmacy. In recent 
years the whole arsenal of technical and fundamental results, obtained in the other sciences – 
physics, chemistry, mathematics and informatics – are applied in these areas. 

 In this course we will focus on some key areas of application of high performance 
computing in molecular biology, medicine and pharmacy. 

 Pharmaceutical industry is widely based on the latest achievements of molecular 
biology, cell biology, bioinformatics and many other advanced branches of modern science. 
The search for new drugs is determined on one hand by the desire for more adequate 
treatment of known diseases, on the other hand – by the deepening understanding of the 
mechanisms of occurrence of various diseases at the cellular level. 

 A significant part of the diseases nowadays are associated with degenerative changes 
in the genetic material (which may be inherited or acquired), and changes in the composition 
and structure of other molecules constituting the cells of the body. In the opinion of doctors 
and biologists, many of these diseases could hardly be treated in the foreseeable future. The 
aim of pharmaceutical science is to create drugs that dramatically slow down their 
development and distribution and gradually turn them into chronic diseases that do not 
significantly reduce the activity of the patients. This problem has serious socio-economical 
dimensions, as early exit from working age (less 65-70) on the background of the increasing 
average life expectancy burdens the health and pension funds of practically all developed 
countries. 

 Moreover, in recent years we witness raising awareness of the serious impact 
individual patient characteristics have on treatment outcomes. Thus, society is faced with the 
need for a gradual transition to personalized medicine, which involves the development of 
individual-specific drugs and treatment programs tailored to patient’s specific genetic profile 
and characteristics. 

 The average time for the development and introduction of a new drug is within 15-25 
years, and the cost is at the level of 500 million to 1 billion dollars, which puts an almost 
insurmountable barrier to increase the demand for the development of more and more 
specialized (in ideal – individual) medications in foreseeable time. 

 The development of a drug begins with the identification of the so-called target. This 
is the biologically active molecule (protein, DNA, RNA, an enzyme, a virus, etc.), which for 
one reason or another functions in a manner, which leads to negative consequences for the 
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organism. These molecules are detected by the methods of modern medicine, genomics and 
proteomics. For a disease to be affected, a particular molecule must be found (usually not a 
big one, called a ligand) capable of forming a stable complex with the target and thereby 
block or substantially reduce its biological activity. Most often the medicament is intended to 
act on a protein – intracellular or membrane one. At molecular level, the ligand must bind the 
attacked protein’s receptor center with an appropriate affinity (better coupling means lower 
doses), thereby either stimulating or suppressing its reactions and thus modulating its activity. 
These properties of the ligand are determined by its interaction with the target-protein 
receptor center. As a rule, several hundred thousands ligands are screened – potential 
candidate drugs, to prove only a few of them suitable for the synthesis and further laboratory, 
and then clinical trials. 

 Although the money invested in drug development permanently increases, the number 
of newly-discovered active molecules decreases: 62 in 1987, 47 in 1997 and only 23 in 2002. 
This leads to additional costs increase of the new products and to the related to it market 
contraction. 

 A substantial part of the time and costs in the drug-design process goes into the 
separation of a subset of the large amount of biologically active compounds (candidate 
ligands), which could be used to influence the given virulent process, in particular those 
which can be linked and can block the site in the DNA, to bind to a specific location on a 
protein, reduce activity or block the action of an enzyme, etc. Potential drugs are about 1018, 
107 are known chemical compounds, 106 are commercially available compounds and another 
106 compounds are still in the information database of manufacturers. In drug databases 105 
compounds are listed, about 5 x 104 are drugs on the market, and only 103 are commercially 
viable drugs. 

 Over the last decade, the so called high-throughput screening entered widely into the 
practice of pharmaceutical companies and research centers shortening the duration of the 
research process. The method consists of an automated check for the formation of complexes 
(their exact location and stability of the binding) between the attacked targets and the 
thousands of available ligands. Large laboratories have equipment that allows simultaneous 
testing of thousands of candidates – up to 104 ligands per day, but unfortunately, the success 
rate (the so-called hit rate) reaches only 10-6/ligand. So the main disadvantages of a purely 
experimental approach in the search for new drugs remains the substantial capital expenditure 
(tens of millions of euros) and the unacceptable now-a-days duration of the preclinical stages 
of development (the duration of the clinical trials cannot be reduced anyway). 

 In recent years the practice of so-called virtual screening [1–8] has become more and 
more widely used. In this approach, the binding processes between the target (protein, DNA, 
an enzyme, etc.) and the ligand (the active molecules – drug candidates) is modeled on high 
performance computing machines (supercomputers). This allows for a significant reduction of 
time and cost for the development of medicinal products. Efforts are focused in two main 
areas: 

– determination of possible biological functions of given protein by comparison of its 
chemical composition and structure with those of registered in the data bases proteins 
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with already known biological activity and investigation of its properties at the 
molecular level; 

– computer modeling of the interactions between the drug candidate and the active 
binding site of the attacked protein in order to be select or even design a molecule 
which interacts in an optimal way with this center. 

 
The advantages of virtual screening to high-throughput screening are substantially lower costs 
and shorter duration of the virtual experiment "ligand – pharmaceutical form" in which: 

– No expensive materials and reagents are used; 

– Biologically active molecules need not being synthesized. It is sufficient to know their 
structure [9], which can be found in publicly accessible information databases. 3D 
structure of large biological molecules is practically impossible to be calculated – it is 
reconstructed from X-ray data analysis and / or MRI. 3D structure of many proteins 
can be found in the Cambridge Structural Database, CSD, and Protein Data Bank 
(PDB); 

– Physical models and mathematical methods are used for a more precise determination 
of the binding area of the ligand to the target and to optimize the binding strength. 
 

The development of a new drug using virtual screening goes through the following stages: 

1. Determination of the biological target – a protein or segment of the DNA to be 
attacked; 

2. Scanning (by IT or chemical methods) of known organic compounds (natural and 
artificially synthesized) to identify potentially active molecules capable of binding to 
the attacked protein and of blocking or inhibiting its biological activity; 

3. Determination by means of physical methods (X-ray, nuclear magnetic resonance, 
neutron diffraction, electron microscopes) of spatial (3D) structure (if not known) of 
the molecules of the potential ligand-candidates and the target protein; 

4. Modeling of the behavior of the molecules and the molecular systems at the atomic 
level, to simulate the interaction mechanism between the protein and the drug 
candidate and to estimate the probability for a stable-complex formation; 

5. Assessment, if possible, of the potential toxicity of the candidate and the complex 
‘drug candidate – protein’; 

6. Synthesis and experimental verification of modeling results on the most promising 
potential drug candidates; 

7. In the case of prospective drug-candidate identification, conducting the necessary 
preclinical and clinical trials and development of technology for drug production. 

 

2. Amino acids and proteins 

Proteins play a crucial role in almost all biological processes. In one form or another they are 
responsible for many physiological functions: 
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(1) Enzymatic catalysis – nearly all biological reactions are catalyzed by enzymes. The 
enzymes may enhance the rate of the biological effects of up to 106 times. Until now, 
several thousands of different enzymes are known; 

(2) Construction, transport and storage function – often small molecules are transported 
by proteins, e.g. as hemoglobin is responsible for oxygen transport in the body. Many 
drug substances are partly bound to the serum albumin in the plasma; 

(3) Changes in the conformation of the molecule as a result of a change in pH, or upon 
ligand binding may be used to control cellular processes; 

(4) Coordinated movement – muscles are composed primarily of proteins and muscle 
contractions are accompanied by relative gliding of two protein fibers, actin and 
myosin; 

(5) Musculoskeletal structural feature – the strength of the skin and bones is determined 
by the protein collagen; 

(6) Immune defense – antibodies are protein structures that react with specific substances 
foreign to the organism; 

(7) Generation and conduction of nerve impulses – some amino acids function as 
neurotransmitters. They transmit electrical impulses from one nerve cell to another; 

(8) Controlling growth and differentiation – the proteins are critical in controlling the 
growth and differentiation of cells and the expression of the DNA. For example, the 
repressive proteins can bind to a specific segment of DNA, and thus prevent the 
formation of the product of this segment. Many hormones and growth factors regulate 
cell functions – such as insulin and hormones that stimulate the thyroid gland to 
produce proteins. 

                   

 

 

 

Proteins are made up of alpha amino acids (aa), in which the amino group and the carboxyl 
group are attached to a common carbon atom, referred to as the a-carbon atom. To this  a-
carbon atom another hydrocarbon residue "R" is attached, which is called a side chain, and 
determines the specific properties of the individual amino acids (Fig. 1). The amino group 

Fig. 1 Amino acid structure[44]. 
���������	���
� . 



 5 

exhibits alkaline properties while the carboxyl group has acidic properties. This structure 
defines an interesting and extremely diverse range of properties of amino acids (aa). 
Proteins are composed of 20 aa. In solution at physiological pH (pH = 7.4) the aa enter in 
alkaline-acid reactions to give rise to zwitterions (double ions) – molecules in which one atom 
is positively charged and another negatively, but on the whole the molecule is electrically 
neutral (Fig. 2 ). pKa values, however, for the typical amino acids such as glycine, are 9.6 for 
the amino group and 2.3 for the carboxyl group, which means that if the pH of the solution is 
decreased significantly below 7.4, the amino group will have a positive charge and the 
carboxyl group will be neutral and vice-versa – if the pH of the solution is raised above 7.4, 
then the amino group is neutral, while the carboxyl group is negatively charged. Thus, the 
ionization state of the amino acids depends on the pH of the solvent. 

                                     

                                              

Amino acids may contain polar and non-polar functional groups, and therefore can exhibit 
both hydrophilic and hydrophobic properties. The properties of each aa are defined by its side 
chain, which can differ in shape, size, charge, and the ability to form hydrogen bonds. Amino 
acids are grouped according to the properties of their side chains, as shown in Fig. 3. For 
denoting the aa a standard three-letter code is adopted. 

 First 6 amino acids – glycine (GLY), alanine (ALA), leucine (LEU), isoleucine 
(ILE), proline (PRO) , and valine (VAL) – are aliphatic aa (aliphatic means that their side 
chains do not contain benzene or other aromatic compounds). From these first 6 aa, only 
valine, leucine and isoleucine are hydrophobic, meaning that they can be found anywhere in 
the chain of the protein, preferably occupying those parts of the protein which are in the 
interior, hidden away from the water. This effect leads to a considerable stabilization of the 
protein structure. 

 There are three aa – phenylalanine (PHE), tyrosine (TYR) and tryptophan (TRP), 
which contain delocalized p-electrons in their side chains, which may be involved in 
interaction with other p systems in the biomolecules. Two amino acids contain sulfur – 
cysteine (CYS) and methionine (MET). These are distinguished by some special properties. 
Two more aa are also singled out by their properties due to the hydroxyl group in their side 
chains – serine (SER), and threonine (THR). The presence of hydroxyl groups in the side 
chain allows them to participate in hydrogen bonding with water molecules, macromolecules 
or other parts of the molecule of the same protein. 

Fig. 2 Example for a zwitterion[44].  
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 Five of all 20 aa are considered hydrophilic, and can be ionized at physiological pH. 
Amino acids lysine (LYS), arginine (ARG), and histidine (HIS) are characterized as 
primary hydrophilic aa because they contain a basic group in the side chain that is positively 
charged at physiological pH. The aspartic acid (ASP) and glutamic acid (GLU) are 
considered acidic hydrophilic aa because their side chain contains acidic groups that are 
negatively charged at physiological pH. 

 It should be noted that 8 of all 20 aa have ionizable groups in the side chain. Arginine, 
lysine and histidine can be positively charged, while aspartic acid and glutamic acid can be 
negatively charged under physiological conditions. It is also possible for serine, tyrosine, and 
cysteine to be ionized to become negatively charged due to some biological processes. 

Fig. 3 Table of the amino acids grouped by their electric properties[45]. 
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 It should be emphasized that the electrical properties of the amino acids are for us of 
the utmost importance, since within this course we will discuss the interactions of molecules 
made up of amino acids. The reason for this is that from the four known interactions in nature, 
only one works in this case – the electromagnetic one. The behavior of the various objects in 
these interactions depends solely on their electric charges and dipole moments. Those amino 
acids that have no electric charge and do not polarize under external influence (i.e. have no 
dipole moment) do not interact with the water molecules (which have a relatively large dipole 
moment). These amino acids form the group of the hydrophobic aa. Amino acids which have 
an electric charge or dipole moment react with water molecules, with forces of attraction 
acting between them. They are classified as hydrophilic. It is important to remember that the 
so-called hydrophobic forces do not actually exist and are just a convenient way of writing 
effective interactions.  

 Proteins are composed of aa, related by peptide bonds – that is actually an amide 
binding between the two adjacent aa (see Fig. 4). In the formation of the peptide bond the 
hydroxyl group of the first amino acid is bound to a hydrogen atom of the amino group of the 
second acid to form a water molecule. Carbon atom of the carboxyl group of the first aa 
interacts with the nitrogen atom of the second aa, to form a covalent bond. Two amino acids 
form a di-peptide, several aa form oligopeptide, and when the number of the connected aa 
becomes large enough, they form a polipeptide. 

                                                                                      

The polypeptides comprise generally from 50 to 2000 aa. Their molecular weight is expressed 
in Daltons, one Dalton being equal to the mass of a hydrogen atom (an atomic unit). The mass 
of most proteins is between 5500 and 220 000 Daltons. 

 Each peptide chain has two ends: the amino terminus, which is depicted by convention 
on the left side, and the carboxyl terminus, conventionally located at the right side (Fig. 5). 

  Fig. 4 Peptide-bond formation[44]. 
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This convention, with the three-letter code applied, might generate, for example, the 
following record: ALA-GLY-TRP-SER-GLU. This means that the oligopeptide has alanine at 
the amino terminus, and glutamic acid at the carboxyl end. 

 The amino acids in the protein are determined by the genetic code, in which a 
particular nucleic acid sequence, called the codon, indicates what amino acid should be added 
to the growing end of protein chain. 

 Some aa can participate in reactions after they have taken their places in the peptide 
chain. Such reactions are referred to as post-translational modification and may be of great 
biological importance. An example is shown in Fig. 6 – cross-binding of two cysteines, 
leading to a new aa called cystine. This reaction is most often seen in extracellular proteins 
and can affect their three-dimensional structure. 

 Knowledge of the amino acid sequence in a peptide is essential for several reasons: 

·  The peptide sequence may give some hints on the activity of a given protein. For 
example, protein binding sites often contain aa that are able to bind hydrogen. Such an 
amino acid  is serine; 

·  The bonds between the amino acids in a protein can help obtaining its 3D structure; 

·  Variation in the aa sequence of a given protein can lead to diseases. For example, 
substitution of VAL by GLU in hemoglobin yields a hemoglobin mutant called 
hemoglobin S. This defect in hemoglobin leads to the occurrence of sickle cell anemia. 

 
Peptide bond contributes to the overall structure of proteins. In itself it is a solid bond, 
meaning that it cannot rotate. This property is due to participation of the amide bond in 
tautomerization1, which gives it a dual character. The other bonds in peptides are not like this, 
which leads to the numerous rotational degrees of freedom the protein chains have. The amide 

                                                
1 Tautomerizirane is a process in which due to redistribution of the electrons in the molecule a slightly different 
from the initial structure of the same molecule is created. 

Fig. 5  Polipeptide; indicated are the N- and C- termini of the chain[46]. 
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bond, together with the bonds on both its sides, which are linked to the alpha-carbons, is 
called the main chain (backbone) of the protein. 

 Proteins have four levels of structure: 

[1] Primary structure – it refers to the amino acid sequence of proteins (including 
cystines, which are created in the process of chain formation). It is believed that the 
primary structure of the proteins determines to a large extent the 3D structure of the 
molecules. Only rare cases are known in which proteins with the same primary 
structure may fold into different three-dimensional conformations, with dramatically 

differing properties. Prions that cause mad cow disease (BSE) provide one example of 
this type. Usually, the primary structure is given as a sequence of three-letter symbols 
of amino acids. An example of a primary structure is the sequence of ASP-ARG-VAL-
TYR-ILE-HIS-PRO-PHE, defining the octopeptide angiotensin II. 

[2] Secondary structure – it is associated with the arrangement of the amino acid residues 
which are located close to each other in the chain. Examples of secondary structures 
are alpha-helices and b-sheets. Alpha-helices are tightly coiled rod structures with step 
3.6 aa residues. The spirals are reinforced by hydrogen bonds between the carboxyl 

Fig. 6 Example of a reaction that causes translational modification. 

Fig. 7 Example of an a-helix[47]. 
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groups of the main-chain of an aa residue and the NH group of the main carbon chain 
of another aa residue at a distance of 4 aa residues. All primary amino and carboxyl 
groups are linked by hydrogen bonds and the R-groups are directed outwards from the 
structure, arranged spirally (Fig. 7). 

Beta-sheets are another type of secondary structure consisting of two or more straight 
chains, linked by hydrogen bonds sideways (Fig. 8). If the amino termini are located 
on the same side, they are called parallel sheets and if the chains have different 
orientations, they are anti-parallel. All amides are connected by hydrogen bonds, 
except only for those at the ends. Pleated surfaces can be obtained from a single chain, 
if it contains a b-turn which forms a hairpin-like structure. More often than not proline 
is present in these turns. Where b-sheet is rotated about itself and the outer ends are 
connected by hydrogen bonds a b-cylinder is formed. Such structures are common in 
proteins. 

[3] Tertiary structure – the tertiary structure determines the order of amino acids that are 
far apart in the peptide chain. Each protein ultimately folds into a three-dimensional 
structure whose nature is different in the interior and exterior. In the folding process 
the hydrophilic aa interact with forces of attraction with the water molecules (van der 
Waals interactions) and as a result tend to have the outer side of the protein. 
Hydrophobic amino acids do not react with water and as a result are mainly displaced 
in the interior of the protein. Charged aa, located on the surface of the protein, form 
hydrogen bonds with water molecules surrounding them. This greatly increases the 
stability of the proteins, when dissolved in water. An example of a tertiary structure is 
shown in Fig. 9a. 

[4] Quaternary structure – the protein chains may form dimers, trimers and oligomers of 
higher order by joining to each other. Typically they contain from 2 to 6 subunits, 
consisting of the same or different chains, which are called homodimers or 
heterodimers. An example of a homodimer composed of two identical chains, is 
shown in Fig. 8b. 

 

The proteins can be embedded in cell membranes. In practice, almost all membrane functions 
are performed by such proteins. Interestingly, membrane proteins have a special feature that 
allows them to exist in the lipid environment. The proteins present on the outer or inner 
surface of the membrane are called peripheral. The amino acids that make up the abutting to 
the membrane areas are, for the most part, hydrophobic and in the parts with a water 
environment – hydrophilic. The proteins may also cross the membrane, i.e. they are internal 
or integral to it. The parts present in the membrane are made of hydrophobic amino acids and 
the remainder is hydrophilic. Transmembrane proteins can move back and forth, but cannot be 
scrolled. 
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  Proteins are unique biomolecules, which can interact selectively with different 
substances. They have special areas on their surface (active centers) where only certain 
molecules or active centers of other molecules can bind. Bound that way, the biomolecules 
form a complex. Such a conformation can induce a signal in the cell or activate an enzyme. 

 

  

3. Physics basics of biomolecule interaction modeling 

In order to model the interaction of two molecules (e.g., a drug candidate and the target 
molecule) an adequate physical model should be developed. The molecules are composed of 

Fig. 8 Examples of b- sheets with parallel and antiparallel orientation[48]. 

Fig. 9  (a)Ttertiary structure of a protein composed of b-sheets and unstructured     
parts; (b)  Quaternary structure of the human Interferon-gamma molecule.  
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nuclearelectronicmolecule YY=Y .

atoms that are linked together by chemical bonds. To build a model of a molecule means to 
describe all its atoms and their interactions. In principle there are two ways to describe such 
systems – by classical methods or by methods of quantum mechanics. To study the dynamics 
of the system in the first case means to determine the coordinates and the velocities of all 
atoms as a function of time. This can be achieved by determining all forces acting on each 
atom at any single moment and then solving the corresponding equations of motion – the 
Newton equations. From a mathematical point of view, the problem is reduced to solving a 
system of ordinary differential equations. Even for the simplest molecules the analytical 
solution of such systems is a difficult task. In the case of biological molecules, which are 
typically very large (thousands and tens of thousands of atoms) the only possible approach is 
their numerical integration using computers. The situation is further complicated by the fact 
that all biological processes take place in water, so one must add to the system an appropriate 
number of water molecules (usually thousands or tens of thousands) which makes the task 
feasible only on high-performance computer systems. 

 

 Quantum mechanics (QM). By their nature, atomic and molecular systems are 
quantum systems, so they should be treated by the methods of quantum mechanics. To make a 
quantum-mechanical description of a system means to determine the probability for finding it 
in a given state. This probability is given by the square of the wave function of the system 

),( trY , where r denotes coordinates of all particles in the system. The wave function itself is 
a solution of the Schrödinger equation for the system, which is a complex partial differential 
equation 
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Unfortunately, this equation may be solved analytically only for very simple systems such as 
the hydrogen atom. In fact, in order to explore the dynamics of a system the time-dependent 
Schrödinger equation has to be solved. This is an extremely difficult task and therefore it has 
to be resorted to certain approximations. Since the mass of an atom is practically entirely 
concentrated in the nucleus (mass of the electrons is about 1/4000 of the total mass of the 
atom) it is assumed that the nucleus motion complies with the laws of classical physics, while 
the electrons follow it practically instantly (i.e. within times of the order of attosecondes). 
Thus, at any single moment the electrons can be considered as moving in the stationary field 
of the nucleus, which reduces the problem to solution of the stationary (time independent)  
Schrödinger equation                                                                    

                                                        
Assuming that the wave function of the molecule can be represented as the product of 
electronic and nuclear components: 
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The Schrödinger equation is then solved in two steps: first the electron system is examined 

and the obtained energies and wave function );,( Rtr
��

Y  depend on the coordinates of the 
nuclei R. In this case the system Hamiltonian reads  
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For each configuration of the nuclei there exist stationary solutions of the equations for the 
electrons 
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The second step solves the stationary Schrödinger equation for the nuclei (Born-  
Oppenheimer approximation [10]). The Born- Oppenheimer approximation is valid when the 
system is in the ground state and the next energy state is high enough. In the case of 
multielectron systems (atoms with more than one electron, polyatomic or molecular systems) 
solution of the Schrödinger equation is only possible after further approximations being made, 
such as the Hartri- Fock method [10] or the density functional method (DFT) [11], to mention 
two of the most popular and widely used approaches. For realistic physical systems (atomic 
systems, molecules, biological molecules, solid materials), these equations can be solved only 
numerically. Moreover, even using the most powerful computers it is practically impossible to 
get in a reasonable time (days or weeks) solutions for systems with more than 1000 atoms. 
There exist a number of software packages for such quantum computations that are widely 
used in various fields of physics, chemistry and biology. Among the most popular packages 
are:  

·  CP2K [12] – a package with free access for simulation of atomic and molecular 
systems allowing the use of several different methods, including hybrid simulations on 
quantum and classical level; 

·  CPMD [13] – a package with free access for ab-initio quantum molecular dynamics. 
The method is based on DFT and was developed by Car and Parrinello; 

·  GAMESS [14] – a package for quantum computing, which encompasses a variety of 
computational methods, including the method of Hartri- Fock and DFT; 

·  GAUSSIAN [15] – a package for quantum computations based on the method of 
Hartri- Fock, but providing the opportunity to use a wide variety of other methods, 
including DFT; 

·  Q-Chem [16] – a package for quantum computations, offering a wide range of 
different methods, including variations of the method of Hartri- Fock and density 
functional theory (DFT). 

 
The above list does not exhaust the whole range of software products for ab-initio quantum 
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calculations. Issues related to quantum computations will be covered in a separate lecture 
course. 

 

 Molecular mechanics (MM). Quantum mechanics describes atomic and molecular 
systems with high accuracy, if the Schrödinger equation can be solved. As already noted, this 
is only possible under  significant simplifications and for systems with a small number of 
atoms. Unfortunately, biological molecules do not fall in this category – they are extremely 
complex and consist of huge number of atoms that makes their description at the quantum 
level practically impossible. Therefore, for description of their behavior mainly classical 
methods are employed. 

 For particles with mass m present in a system at equilibrium at a temperature T, the 
average value of the momentum is <p2> = mkbT, where kb is the Boltzmann constant. From 
Heisenberg’s uncertainty relation 2/�>DD px  it follows that the accuracy in the 

measurement of particle coordinates x is given by 

                                                                  Tmkb

x
2

�
>s . 

Quantum effects are significant and cannot be ignored, if they lead to variations that are larger 
than sx. One may safely ignore quantum variation <0.1 Å (typical distances between the 
atoms in the molecules are of the order of 1 Å). In Table 1 are given the values of sx [Å ] for 
certain atoms at different temperatures. As can be seen, the electrons must always be treated 
quantum-mechanically. At temperatures of about 300 K also hydrogen and deuterium atoms 
have to be treated quantum-mechanically, whilst the heavier atoms may be described by the 
methods of classical physics. Possible quantum effects in that case can be taken into account 
as small corrections. These considerations allow us to build complex models of atomic and 
molecular systems using classical Newtonian mechanics. 
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� �������������������������������Table 1.  Values of � x for some systems. 
 

 m(u) 10K 30K 100K 300K 1000K 

�  0.000545 47 27 15 8.6 4.7 

H 1 1.1 0.64 0.35 0.20 .11 

D 2 0.78 0.45 0.25 0.14 0.078 

C 12 0.32 0.18 0.1 0.058 0.032 

O 16 0.28 0.16 0.087 0.050 0.028 

I 127 0.098 0.056 0.031 0.018 0.010 
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Let us consider a system of N particles with generalized coordinates nqqq ,...,, 21 and 

generalized velocities tqq ¶¶= /� . The Lagrangian of the system is given by 

 

                                               )(),( qVqqKL -= �     
 

where ),( qqK �  (the kinetic term) describes the free motion of particles and V(q) is the 

interaction potential. The principle of minimal action for the corresponding action 
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leads to the following Euler- Lagrange equations  
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Their solutions determine the dynamics of the system. We can define generalized momenta of 
the particles as  
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From Eq. (1) we get  
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In Cartesian coordinates  
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equations of motion take the form 
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Taking into account that the forces that act on the particles are given by the partial derivatives 

ii qVF ¶-¶= /  and with Eq. (3) in mind, we obtain the well-known relation between force and 

acceleration (second principle of mechanics)  
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Alternatively, the description of the same system can also be done within the Hamiltonian 
formalism. The Hamiltonian of the system is defined as: 
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i
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Its full differential, with Eqs. (1), (2) taken into account, reads 
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From the definition of the full differential and Eq. (6) we get the following equations 
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-  the Hamiltonian equations. In Cartesian coordinates, these equations become: 
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Thus, we obtained the same equations as in the Lagrangian formalism. These two formalisms 
for description of mechanical systems are equivalent and choosing one or the other is a matter 
of convenience in any particular case.  

 For description of the dynamics of a mechanical system one needs the interaction 
potential V(� ) in order to solve the corresponding equations of motion – the system (8). 

 Molecular mechanics describes atoms (nucleus and electrons around it) as point 
charges with a certain mass, proportional to the atomic number. Every atom is attributed 
radius (van-der-Waals radius), polarizability and the electric charge as determined by 
quantum-mechanical calculations, or based on measurements. 

 Interactions between neighboring atoms (covalent chemical bonds) are described by a 
harmonic-oscillator type potential ( ) ( )2

02
1 rrkrV bb -= , where r0 is the equilibrium distance 

between two atoms (Fig. 10a). The coefficient kb is determined by the type of chemical bond 
(� , � , single, double, triple). Such a potential allows the atoms to vibrate around the 
equilibrium position, the amplitude being determined by kb 

 For every three adjacent atoms a potential is defined, that describes the change of the 
angle   between the covalent bonds,  0 being the equilibrium position around which its values 
fluctuate (Fig. 10b). Coefficient ka determines the amplitude of these variations. 

 For each four adjacent atoms a potential is specified that describes the twisting of the 
covalent bonds ( ) ( )( )0��cos1� -+= nkV dd , wherein j is the angle between the planes 

defined respectively by the atoms 1, 2, 3 and atoms 2, 3, 4, as shown in Fig. 10c and j 0 is its 
equilibrium value. 

 Non-covalent interactions of the atoms in the molecule are described by means of two 
two-body potential terms: 
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                                                                , 
where i, j are the numbers of the interacting atoms, r ij is the distance between them, qi are 
their electric charges, and � 0 is the dielectric permittivity of the medium. The first term is 
called the Lennard- Jones potential (Fig. 11a) and accomplishes two tasks: describing van-
der-Waals (dipole) interactions of attraction (the term 1/r6), while ensuring the 
implementation of Pauli principle by preventing two atoms to come closer than a certain 
distance (the term 1/r12). The second potential describes the Coulomb interaction between 
atoms (Fig. 11b).  

 

 
 

                        
Thus the full interaction potential can be represented in the form: 
 
 

 
 
 

The problem of constructing a physical model of a given molecular system is thus reduced to 
defining all interactions of the atoms of the system, i.e. determining the parameters of the 
above potential. Potential V defines unambiguously the forces acting on each atom  

             

 

                                           

 Fig. 10 Parameterization of the covalent bonds: (a) bonds;  
             (b) angles between the bonds; (c) torsion. 
 

Fig. 11 Long-range interactions: (a) potential of Lennard- Jones; 
            (b) Coulomb potential. 
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as inii xxxxxVF ¶-¶= /),...,,...,,( 21 . Therefore, in chemistry and biochemistry potential V is 

also known as the force field. 

With the potential so defined, the atoms can vibrate around their equilibrium positions. 
The internal energy of the system is defined as the sum of the kinetic and potential energies of 
all the atoms in the system. Potential energy is proportional to the deviation of the atoms from 
their equilibrium positions and is given as 
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 The main problem, which is solved by molecular mechanics, is the calculation of the 
internal energy of the system and its minimization. This allows to determine the potential 
binding centers (they correspond to local potential minima) and to assess the probability of 
binding two molecules into a stable complex. 

 The contribution of the terms associated with covalent bonds can relatively easily be 
found, since an atom interacts only with its nearest neighbors. The calculation of the terms 
associated with non-covalent interactions is considerably more difficult, because in this case, 
when calculating the energy of an atom it is necessary to take into account the contributions 
of all the atoms in the system. Since the Van-der-Waals interactions decrease as r-6, in order 
to speed up the calculations a cut-off radius is introduced. If the distance between two atoms 
is greater than that radius, the energy of the Van-der-Waals interactions is neglected. 

 The calculation of the contribution of the terms associated with the long-range 
electrostatic interactions is a non-trivial problem. They are particularly important for 
biological molecules in water solution as they substantially determine their properties. A 
range of methods is developed to accelerate these calculations. The simplest of these is the 
use of a cut-off radius, similar to the case of the Van-der-Waals interactions. This approach 
creates a sharp boundary between the atoms within the area defined by this radius and those 
outside it. To account for the contribution of the atoms outside the cut-off radius different 
smoothing functions that multiply the calculated energy by a factor between 0 and 1 are used. 
A significantly more accurate but more complex method, from a computational point of view, 
is the widely used corpuscular-mesh method of Ewald (particle mesh Ewald summation) [17]. 

 Many of the software packages for MM have implemented force fields to describe 
amino acids (e.g. proteins) and nucleic acids. These force fields are self-consistent, but it 
should be kept in mind that the different packages use different parameterization. Often it is 
not possible the force fields of one software package to be used in another and the task of 
transferring them is far from simple. 

 As already noted, all key processes in living matter occur in water 
environment. It is therefore essential for the simulations that the water molecules and their 
interactions with biological molecules are correctly described. An important property of water 
molecules, which determines their impact on all processes in the aquatic environment, is their 
relatively large dipole moment. As a result, the water molecules form a liquid with complex 
properties. For a description of the water there are different models. It is important to know 

bondednondihedralanglebonds EEEEE -+++=

angleWaalsdervanbondednon EEE += ---
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that in most cases the force fields of the amino acids are consistent with certain water models 
and should therefore only be used with them. 

 

 Molecular dynamics (MD). In order to track the dynamics of the bonding process of 
the biological molecules and the behavior of proteins under certain conditions (folding, 
changes in the conformation, etc.) it is necessary to find the evolution with the time of the 
coordinates and velocities of the atoms in the system. For this purpose, with a given potential 
(force field) and initial positions and velocities of the atoms we have to solve Newton's 
equations for this system: 
 
 
 
where x and v  are respectively the coordinates and velocities of the atoms. As we have seen, 
they are equivalent to the Hamilton equations (8). Let’s write them in the following form: 
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where L denotes the Liouville operator. The solutions of Eq. (9) can be written as 
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In Cartesian coordinates, xq = , mvp = , the Hamiltonian of the system is given by 
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The Liouville operator acts on the coordinates and velocities like  
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It should be emphasized that the operators vL  and FL do not commute with each other. 

 We shall look for a solution to the Hamilton equations by presenting the time 
evolution of the system as a sequence of states, functions of time, with the step tD . Each 
subsequent state is obtained from the previous one by acting on it with the operator 

( )tiLDexp , i.e. 
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Substituting representation (11) in the exponent ( )tiLDexp  and with 

Baker- Campbel- Hausdorf formula taken into account, we get 
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Thus we obtain the coordinates and velocities on the (n+1)-th step: 
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 The resulting dependence of the coordinates and velocities upon time is called 
trajectory of the system. Finding the analytical solution of these equations is not possible for 
systems with a large number of atoms so their numerical integration with the help of powerful 
computers is needed. By solving numerically the equations of motion, the values of the 
coordinates and velocities are found for discrete time values. The time step in most of the 
calculations is taken in the order of 1–2 femtoseconds (10-15s). Thus the trajectory of the 
system is built. Since the processes of formation of bound states of molecules or the change in 
their conformation happen relatively fast, in most cases it is sufficient to build trajectories 
from a few several tens of nanoseconds (10-9s). For large systems of atoms (such as a 
simulation of the binding of biological molecules in water solution – i.e. hundreds of 
thousands of atoms) the construction of such trajectories takes days or weeks using the most 
powerful supercomputers. 

 The algorithm described above – (12), is called Verle algorithm and is one of the most 
widely used computational algorithms. Another popular algorithm is the so-called Leap-Frog 
algorithm. In this second case, the relations for the coordinates and velocities have the form:  
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Although it appears formally different, this algorithm is fully equivalent to the algorithm of 
Verle. 
 

 Statistical physics and thermodynamics 

 Modern experimental technique does not allow for the observation of the dynamics of 
very fast processes. With the advent of new attosecond lasers this is expected to be possible in 
the next decade but for now the computer simulations of these processes represent a computer 
(virtual) experiment. The only way to verify the correctness of such simulations is a 
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comparison with the experiment. What we can measure experimentally for such systems is 
their thermodynamic macroscopic characteristics. It is therefore necessary based on the results 
of the simulations at a microscopic (atomic) level to calculate the corresponding 
experimentally measurable macroscopic quantities (energy, temperature, pressure, etc.). These 
calculations are subject to statistical mechanics and are based on the assumption that the time 
average of the physical variables coincides with the values obtained by averaging over the 
corresponding statistical ensemble (the ensemble average). Below we shall briefly introduce 
some basic concepts of statistical physics and thermodynamics. More detailed information on 
this topic can be found in [43]. 

 
 Microcanonical ensemble 

 Let's consider a system consisting of N particles. The phase space of the system is 
defined by the space of the coordinates and velocities of all particles in the system, 

)...,,,...,,( 2,121 NN vvvrrr
������

G . The number of degrees of freedom of the system is 3N – k, where k 

is the number of the constraints, imposed on the system. Any possible microscopic state of the 
system represents a point in phase space. The set of all points in phase space (microstates) 
lying on a hyper-surface determined by a given law is called an ensemble. Let A be an 
arbitrary macroscopic physical quantity. The average value of this quantity over a given 
ensemble is defined as 
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where M is the number of states (points in the phase space) belonging to that ensemble. 

 Let's have M systems, all with energy E, volume V and number of particles N. It is 

assumed that all microstates G
�

that are compatible with that macrostate (i.e. with fixed N,V,E) 
are equally probable. 

                                
 This is one of the basic postulates of statistical physics. Condition E = const defines an 
N-1 dimensional surface in phase space. The set of all points in phase space, lying on this 
surface, defines an ensemble that is called microcanonical ensemble. 

 Let us instead of looking at a number of systems, consider a system that evolves in 
time according to the laws of mechanics, i.e. the conservation laws (of the energy, 
momentum, etc.) take place. If this system is closed (i.e. it does not exchange energy and 
matter with the environment) the microstates through which it will pass in its evolution, form 
a microcanonical ensemble. In this evolution all possible states can be reached with the same 
relative probability. The last statement is the essence of the so-called ergodic hypothesis. An 
important consequence of this hypothesis is that the average values of the macroscopic 
physical quantities over the ensemble (13) will coincide with their average values over time 
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 This means that if we want to compare the results of MD simulations with 
experimental measurements, it is necessary to calculate the average values of the considered 
physical quantities over the MD trajectory. 

 MD simulations are inherently statistical. When performing them, we should always 
specify the statistical ensemble used. The type of ensemble is chosen so that an adequate 
comparison of the simulation results with the experimentally measured values should be 
possible, i.e. the choice is defined by the conditions under which the measurements were 
made. 

 Let us denote the number of states in the phase space in which a system consisting of 
N particles in volume V and with total energy E can be found by ),,( VNES . If a system is 

split into two or more subsystems, the number of states in which it can be found is given by 
the product of the number of states of its subsystems. Therefore, it is more convenient to work 
with the logarithm of S. Let us introduce a new variable 
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where kB is the Boltzmann constant ( KJkB /10.38066.1 23-= ).The quantity S is called 

entropy of the system. If the system is divided into two subsystems which can exchange 
energy and particles with each other, such that E = E1 + E2, the changes in the entropy of 
these subsystems are connected as 
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The physical quantity which characterizes this change, is called temperature and is defined as    
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If the system is in equilibrium, the following relation takes place 
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Let the system under consideration be in mechanical or thermal contact with other systems, 
wherein the change of E and V is slow enough, i.e. the system can be viewed as quasi static. 
Then the full differential of the entropy reads 
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Here the indices V and E to the brackets mean that the corresponding derivative is taken by 
fixed (constant) values of V and E respectively. 

 Let us introduce a new quantity – pressure, as  
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By substituting (17) in (16) and taking into account the definition of temperature (15), we 
obtain 
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This relation between energy, temperature, entropy and pressure is called the first law of 
thermodynamics. 

 
 Canonical ensemble 
 

 Let’s consider two systems in thermal contact (Fig. 12), one of them having many 
more degrees of freedom than the other, i.e. 111 >>>>-> nnnn . The larger system is called 

thermal reservoir. In this case the energy of the second system, E2 = E–E1 is much bigger 
than the energy E1 of the first system. Then we can expand the entropy of the second system 
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By exponentiating this relation, we get for the number of 
states of the second system 
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From (20) it follows that the greater the phase volume of 
the second system, the greater is the probability for the 
first system to be in a macrostate with energy � 1. 

Although all energy states are allowed, the phase density 
decreases as )/exp( 1 kTE- .  

 An ensemble, in which the number of particles N, volume V and temperature T remain 
constant, is called canonical. The main difference between the microcanonical and canonical 
ensemble consists in the fact that, while in the first case all microstates in the ensemble are 
reached with equal probability, this probability in the second case is characterized by an 
additional weighting factor )/exp( 1 kTE- . When averaging over a canonical ensemble, these 

additional weights must be taken into account. For this purpose it is convenient to introduce 
the canonical distribution function: 
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    Fig. 12 Canonical ensemble. 



 24 

     Fig. 13 Grand canonical ensemble. 

where NN vxg 33 )( DD=  is the full phase volume. Q(N,V,T) is the normalization coefficient 

used for averaging in the canonical ensemble. For example, the internal energy of the system 
is defined as the energy average over the ensemble 
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Q(N,V,T) can be represented in the following form: 
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where kT/1=b . A(N,V,T) is called free energy of the system, or more precisely – Helmholz 

free energy. By substituting Eq. (21) in Eq. (22) we obtain 
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By differentiation over b we get 
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Thus, 
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Taking into account that �  has the meaning of energy and also the definitions 
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we obtain the main thermodynamic equation 
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Grand canonical ensemble 

 

 The energies of the two systems fluctuate around their 
mean values. Let us now assume that the systems can 
exchange not only energy, but also particles. After 
equilibration the number of particles will also fluctuate 
around the mean values  N1 and N2. The free energy will tend 
to a constant value. After the equilibrium is reached, its 
change for both systems will be the same:     
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The variable m, defined as   

                                                               VNA )/( ¶¶=m                                         (23) 
 

characterizes the changes in the free energy with the change of the number of particles in the 
system and is called chemical potential. An ensemble, in which the chemical potential m, 
volume V and temperature T remain constant, is called a grand canonical ensemble. The 
density of the probability for reaching a certain state in the phase space of the smaller system 
is now dependent on the chemical potential and is defined as 
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After summation over all possible values of N1 and integration over the coordinates and 
velocities we obtain the distribution function for the grand canonical ensemble 

                                             �
¥

=

=
0

11
/

1

1

1 ),,(),,(
N

kTN TVNQeTVZ mm                          (24) 

When working in a grand canonical ensemble, the averaging of physical quantities is done by 

using an additional weighting factor kTNe /1m , which accounts for the changes in the number 
of particles in the system. With Eq. (24), after averaging, it is straightforward to obtain the 
basic thermodynamic characteristics for such a system. Let us introduce a new variable z 
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Let us emphasize once again that the main difference between the above considered 
ensembles is in the weighting factors used to characterize the probability for reaching a given 
state in the phase space of the system.  

�The most commonly used ensembles are microcanonical ensembles, canonical 

ensemble and isobaric-isothermal ensemble. In the microcanonical ensemble (NVE), in the 
system remain constant the variables N – the number of the particles, V – volume, and E – the 
energy. This corresponds to processes without heat exchange. The corresponding MD 
trajectory may be regarded as transformation of the kinetic energy into potential energy and 
vice versa, the total energy of the system remaining constant. 

In the canonical ensemble (NVT) remain constant N – the number of particles, V – 
volume of the system, and T – its temperature. In this ensemble the energy associated with 
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endothermic and exothermic processes is exchanged with a thermostat, interacting with the 
system. There are different thermostats, approximating sufficiently realistically a canonical 
ensemble. Finding the canonical distribution of the coordinates and velocities is not a trivial 
task. It depends essentially on the choice of the parameters of the thermostat, the size of the 
system and the integration step (the time step) and is subject to numerous studies. 

In an isothermal-isobaric ensemble (NPT) remain constant the number of particles N, 
the pressure P and temperature T. In this case the, in addition to the thermostat, a barostat is 
coupled to the system. This situation corresponds to laboratory conditions, where the system 
is open and has free access to the atmosphere. We should note that in simulations of cell 
membranes the maintenance of a constant pressure is not appropriate. 

 MD is an extremely powerful method for understanding the dynamics of the 
processes in molecular systems and is widely used for simulation of the binding of biological 
molecules. In the interpretation of the results obtained by this method, however, it should be 
kept in mind that in the numerical solution of the equations a certain error accumulates, 
irrespective of the method used, the force fields are approximated with some limited though 
increasing accuracy and the behavior of the electron shell of the atoms is quite roughly 
approximated. All this leads to certain inaccuracies in the final result. 

 
 MM/QM.  The methods for quantum simulations are extremely powerful, but at the 
same time very demanding from a computational perspective. Furthermore – for large systems 
of atoms, like the biological ones, they practically do not work. On the other hand, MM and 
MD allow for the simulation of large-scale systems, but they also suffer from a number of 
shortcomings. In particular, it is not possible to simulate properly the breakage or formation 
of covalent bonds. Therefore, a new class of hybrid methods, combining the advantages of 
both types of calculations – the accuracy of the quantum computations and the speed of the 
classical ones, were developed. They are known as hybrid or mixed QM/MM methods. In this 
approach two types of simulations are carried out – in general, the system is modeled by using 
MM (so, classically) and only small areas thereof (binding sites, enzymes’ active sites, etc.), 
including a small number of atoms (several dozens, at most) are simulated quantum-
mechanically. The main advantage of these methods is their high speed. In the more recently 
developed schemes light nuclei (hydrogen) and electron shells can also be treated at quantum 
level. In particular, hydrogen tunneling that plays an important role in many biological 
processes can be simulated that way. 

 

Some of the most popular packages for MM and MD simulations are: 

·   AMBER [19] – a package for molecular dynamic simulations. Simultaneously, under 
the same name comes a set of widely used force fields for biological molecules; 

·   CHARMM [20] – a package for MD simulations. Historically, this is the first package 
for MD simulations. Under the same name force fields for the parameterization of 
proteins, DNA, RNA, and lipids have been developed. It should be borne in mind that 
these force fields are optimized for the TIP3P water model, which should be therefore 
employed in these simulations;  
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·   GROMOS [21] – a package for MD simulations. Under the same name has been 
developed a set of force fields, particularly suitable for modeling of biological molecules; 

·   GROMACS [22] – a package with free access for MD simulations built on the basis 
of the package GROMOS, and considerably extended in scope and functionalities. Uses 
the force fields of GROMOS; 

·   LAMMPS [23] – a package for MD simulations with free access. Supports a wide 
range of force fields; suitable for simulations of biomolecules. The force fields used are 
compatible with CHARMM, AMBER and GROMACS. Several water models – TIP3P, 
TIP4P and SPC are implemented in it. A special method for parallelization of 
computations is employed; 

·   NAMD [24] – a package with free access, specially developed for the simulation of 
biological molecules and optimized for parallelization of computations on large numbers 
of processors (over 1000). Uses the force field of CHARMM. The package has a built-in 
interface for reading input files from packages AMBER, CHARMM and GROMACS. 

 

When performing simulations with software packages for molecular dynamics, the 
output is a file where the trajectories of the atoms in the modeled system are stored. These 
trajectories have to be visualized. A suitable package for this purpose is VMD [25]. This is a 
specially designed product with free access for visualization, animation and analysis of 
complex biomolecular systems using 3D graphics. It can read the output files of practically all 
of the above software products for simulation of biological molecules. 

 

 

4.  Investigation of biomolecule interactions 
 

One of the main tools for the study of biological molecules is the method of computer 
modeling based on molecular dynamics. MD simulations provide detailed information about 
the fluctuations and changes of proteins and nucleic acids. This method is routinely used for 
investigations of the structure, dynamics and thermodynamics of the biological molecules and 
their complexes. In current literature results of MD simulation of proteins dissolved in water, 
protein-DNA complexes and lipid systems dealing with various aspects of the 
thermodynamics of binding of ligands and the folding and packaging of relatively small 
(short) proteins are continually published. Nowadays, there are many specialized techniques 
for solving particular problems, including those which take into account the quantum-
mechanical effects. The MD modeling technique is also widely used for determining the 
spatial structure of biological molecules by analyzing the information obtained from studies 
using X-ray diffraction and nuclear magnetic resonance.��

With the help of computer simulations usually two classes of problems are solved. The 
first is the construction of a computer model of the behavior of a given protein in order to 
study its interaction with other proteins, RNA or DNA. These models provide valuable 
information for a number of vital processes occurring in cells or in the intercellular space. The 



 28 

second class of problems is studying the interaction of a protein with small molecules 
(ligands) that are able to block its biological activity when bound to it in a stable complex. 
This is the classic version of the search for new drugs.  

In order to study particular protein, DNA or RNA it is first necessary to identify those 
areas thereof which are: 

– catalytic centers in the tertiary structure of the protein; 

– potential active centers of the interaction of the protein with other proteins; 

– centers of interaction protein – DNA; 

– centers of interaction protein – RNA; 

– centers, the impact on which might lead to modification in the 3D structure of the 
protein.�

 
 There is a range of established software products, which identify and visualize the 
functional centers of macromolecular structures [26, 27, 28], based on the information stored 
in different databases. These databases contain information about the coordinates of the atoms 
in a given center, a functional description of the center, a description of the protein, to which 
belongs this center, physico-chemical and structural characteristics of the center and its 
surroundings.  

Once the potential centers of the investigated protein are identified, a scanning (virtual 
screening) of the possible candidates for ligands is performed by evaluating the probability for 
them to build a stable complex with the protein. If a candidate has been found that can stably 
bind to the protein, a simulation of the possible interactions of the created complexes with 
known proteins in the human body is carried out in order to determine their potential toxicity 
and possible side-effects. When modeling the behavior of biological molecules and potential 
drug candidate (as a rule, relatively small molecules), very large and complex systems of 
differential equations are solved. This is so even when making different approximations or 
simplifications of the potentials. This requires the use of parallel algorithms and powerful 
computational resources.  

Virtual screening (docking). Due to the vast variety of potential candidates for 
ligands (a huge number of organic and inorganic compounds), it is practically impossible to 
make MD simulations for all of them. In order to separate the potential ligands relatively 
quickly (for a known target) methods for rapid assessment of the probability for ligand 
binding to the target have been developed. A number of these methods for virtual screening 
are based on a study of the geometric compatibility of the two molecules. The first step in 
these investigations is the verification if the candidate ligand may physically be in the correct 
position relative to the active center of the target, so as to allow for the binding of both 
molecules. For this purpose all possible orientations of the candidate ligand are examined and 
for every one of them an assessment of the binding probability is performed. The orientation 
with the highest binding probability is thus selected. The procedure is conducted in two steps 
– first, generating all possible orientations of the candidate ligand and then evaluating the 
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probability for binding. There are many mathematical methods for solving these two 
problems, but actually all of them  proceed in the same scheme. The process begins with a 
description of the active site by constructing the potential surface through which the molecule 
reacts with the environment – the so called Van-der-Waals surface. Spheres are then attached 
to it that fill the local potential minima.  With these spheres an inverse image of the active site 
is created. Different orientations of the ligand are tested, seeking a match between the centers 
of the spheres and the atoms of the ligand. The greater the overlap, the more completely and 
accurately the ligand repositions itself in the active center. The number of possible 
orientations varies depending on the ligand molecule. On average between 500 and 1000 
different orientations a created per ligand. 

In order to evaluate and sort the different orientations an evaluation criteria are 
introduced. For this purpose scoring functions, based on the consideration of different 
physical characteristics of the binding of the two molecules, are used. The more detailed the 
account of the physics of the binding process, the more accurate is the assessment, yet it is 
more intensive from a computational perspective. A basic physical quantity which 
characterizes the binding of the two molecules is the binding energy, with negative values of 
this parameter corresponding to the attraction between the two molecules and positive values 
– to their repulsion. In calculating this energy different terms can be taken into account, 
depending on the complexity of the scoring function – electrostatic interactions, Van der 
Waals interactions, interactions with the solvent (water), the influence of the presence of ions 
in the environment (pH) and other. It is possible as well to follow the time evolution of the 
entire system by solving the Newton equations, i.e. to perform a molecular-dynamic    
simulation. 
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The main purpose of docking methods is the initial inspection and scanning of 
databases for potential candidate ligands for binding to a predefined target. As a result of this 
scan, a small number of ligands with a high binding potential to the target are selected, which 
then subsequently undergo a more detailed simulation (MM, MD, or MM / QM) or 
experimental testing. 

 There exist a variety of software packages for docking. Here we shall mention only 
some of the most popular ones: DOCK 6 [29], AutoDock 4.2 [30], ArgusLab [31], 
MAESTRO [32] and DokckingServer [33]. 

                        

 Methods for the quantitative study of the structure – function relationship 

(QSAR, Quantitative Structure-Activity Relationship). One of the widely used methods to 
assess the potential activity of drug candidates is based on the assumption that molecules with 
similar structure have the same chemical or biological activity. In this process, the 
quantitative relationship between the structure of the molecules and their activity is looked 
for. When such a relationship is established on the basis of experimental studies and high 
enough statistics is accumulated, it can be assumed that the molecule with unknown 
properties and a structure similar to that of the tested molecules possesses a similar activity. 
For this purpose, models are built based on statistical methods, revealing the correlation 
between the biological activity (including the desired therapeutic or side effects) of the 
compounds (drugs, toxins, impurities, etc.), and descriptors representing the structure of the 
molecule or specific its properties. These models are applied to discover new drugs, in the 
optimization of ligands and their toxicity evaluation, risk assessment and decision-making by 
regulatory authorities. The quality of these models depends strongly on the quality of the 
biological data, the choice of descriptors, and the statistical methods used. 
QSAR models are often used to determine the chemical structures, which may have an 
inhibitory effect upon specific targets and at the same time low toxicity (non-specific 
activity). In most cases, these models are used to assess the interaction of the classes of 
molecules with certain enzymes and receptor centers. QSAR models are also applicable to the 
evaluation of the protein – protein interactions. This class of methods will be presented in 
detail in a separate series of lectures (see also the review of D. Bova [34]). 

 
 Molecular dynamics. After a relatively small number of candidate ligands are 
selected, molecular-dynamics simulations of their binding to the target can be performed. The 
work flow of such a simulation is shown schematically in Fig. 15 and comprises the following 
steps: 

·  Determination of the 3D structure of the target and the ligand. These structures are 
obtained experimentally by X-ray diffraction or NMR. They can be found in the 
following databases: Protein Data Bank (PDB) [35] – for polypeptides and 
polysaccharides; for molecules up to 24 units also the Cambridge Structural Database, 

Fig. 14 Example of a ligand (aspirin), bound to the target molecule 
(cyclooxygenase). 
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CSD [36] can be used. Very small organic and inorganic molecules can also be found 
in PubChem [37] and Drugbank [38]. Structures of oligonucleids and nucleic acids are 
stored in Nucleic Acids Data Bank [39]. Inorganic molecules can be downloaded from 
the Inorganic Crystal Structure Database [40]. An interesting database is Genbank 
[41], which stores all known nucleic acid sequences, as well as information about the 
proteins they encode. In case the 3d structure of the molecule is unknown, one may 
attempt to construct it by using MD simulation or some other suitable algorithm to 
carry out its folding. It should be kept in mind that this is an extremely complex task, 
with a not very reliable outcome. Another possibility is to use a homology modeling 
[42]. It is based on the fact that proteins, in which there is a match of the primary 
structure, greater than 25-30%, have similar 3D structures. In this case a protein with 
known three-dimensional structure, which has a primary structure similar to that of the 
unknown protein, is looked at. This structure is used as input for the subsequent 
folding of the protein. 

   

                                  
 
                                         
  

·  Once the file with the coordinates of the atoms is downloaded, it is necessary to 
visualize and carefully inspect it. In the reconstruction of the 3D – structure of 
complex molecules often individual atoms or groups of atoms are missed. These gaps 
have to be filled in, starting from the known linear structure of the molecule. One also 
needs to restore the hydrogen atoms in the molecule, which are not included in the file. 
Most of the visualization packages have software that automatically recovers hydrogen 
atoms; 

·  The next step is defining the interaction potential between the atoms, i.e. setting the 
force fields. As already noted, a wide range of force fields for proteins and nucleic 
acids has been developed. It is important to use a water model consistent with the 
corresponding force field. More complicated is the situation with creating a force field 
for molecules that are not composed of amino acids. Often there are no such fields 
available and one has to perform, as long as possible, quantum calculations (ab-initio), 
to build the necessary force field upon them; 

·  In the construction of the three-dimensional structure of the molecule, as a result of 
inaccuracies in the reconstruction of the positions of the atoms some of them can come 

Fig. 15  MD simulation work flow. 
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very close to each other. These would cause large forces of interaction between them, 
resulting in problems during the MD simulation. To avoid this, an initial energy 
minimization has to be carried out, to bring the atoms into their natural positions; 

·  In order to carry out X-ray analysis of a molecule, it is necessary to crystallize it. The 
resulting picture of the 3D structure corresponds to a "frozen" molecule. At normal 
temperatures (300 -  310 K) the 3D structure may differ substantially from the X-ray 
data. Therefore, prior to the essential MD simulations the molecule is placed in water 
and is ‘tempered’ by means of a short MD simulation (usually, 100 ps) at T = 300 – 
310 K; 

·  The last two steps are conducting the essential MD simulation (production run) and 
analysis of results. 

 

               

 

  

 High-performance computing. It is necessary to use powerful computer systems for 
performing simulations of the interaction of biological molecules. In most cases it is 
practically impossible to handle the tasks on single-core computers, as they will need running 
for years. Therefore, high-performance computing systems are in use in these simulations. In 
the search for new drugs usually two types of problems are solved: the interaction of a small 
molecule (candidate ligand) with a relatively large molecule (protein, RNA, DNA) and the 
interaction of two large molecules (two proteins, a protein and DNA, etc. ). In the first case it 
might be possible for tasks to be executed in foreseeable time of a single processor. Since it is 
necessary to examine many candidate ligands (a typical example is the docking), it is possible 
that the respective tasks of the same type can be sent simultaneously for execution on 

Fig. 16 MD simulation of the binding of human interferon-gamma (the red molecule) to 
its extracellular receptors (the yellow molecules). Bellow, the cell membrane is seen; 
the water molecules are not shown. 
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different processors, as these are independent processes and the individual CPUs do not need 
to exchange information with each other. This allows to use a computers which  are not in the 
same place (distributed computing). A suitable environment for such calculations is Grid. 
This is a global network of computational resources, which allows not only to store and 
access information (as WWW), but provides also computing power to process this 
information. Using Grid allows running simultaneously thousands of tasks. 

 In cases where it is not possible for a task to be performed in a reasonable time on a 
single processor, multiprocessor computing systems (supercomputers) come in use, together  
with the parallelization of computations. In this case, the molecules are broken down into 
small (from several tens to thousands of atoms) parts each part being handled by a separate 
processor. Since the change in the position of each atom leads to a change in the potential of 
the system, this information has to be passed on to all processors participating in the 
computation at every time step. This imposes special requirements for fast communication 
between the processors working to solve the same task. Processors themselves must be 
located in the most compact way. Modern computer systems allow for parallelization of a task 
on several thousand processors. This enables highly complex simulations of large molecular 
complexes (see Fig. 16).  

 

 Modern methods for computer simulations of the interactions of biological molecules 
strongly increase the efficiency of molecular biology research and of the search for new drug 
candidates. They are gradually replacing costly experiments and significantly reduce both the 
costs and the time needed to conduct the research. 
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