M odeling of biomolecular interactions

1. Biology, medicine, and informatics

In the beginning of the 21st century, one of thenng@als of society is to increase the quality
of life and maintaining the full performance andygibal activity throughout the whole
lifetime. This leads to extremely rapid developmehtll areas of human knowledge related
to the study of living matter and to fast applioatiof the obtained results for society benefit.
Special attention is paid to the development ofdgg, medicine and pharmacy. In recent
years the whole arsenal of technical and fundarhesgalts, obtained in the other sciences —
physics, chemistry, mathematics and informaticez-applied in these areas.

In this course we will focus on some key areasmflication of high performance
computing in molecular biology, medicine and phasyna

Pharmaceutical industry is widely based on thestatichievements of molecular
biology, cell biology, bioinformatics and many otrevanced branches of modern science.
The search for new drugs is determined on one tlgndhe desire for more adequate
treatment of known diseases, on the other hand théydeepening understanding of the
mechanisms of occurrence of various diseases aethaar level.

A significant part of the diseases nowadays ase@ated with degenerative changes
in the genetic material (which may be inheritedaoguired), and changes in the composition
and structure of other molecules constituting teksof the body. In the opinion of doctors
and biologists, many of these diseases could héellireated in the foreseeable future. The
aim of pharmaceutical science is to create drugd tiramatically slow down their
development and distribution and gradually turnnthmto chronic diseases that do not
significantly reduce the activity of the patienfsis problem has serious socio-economical
dimensions, as early exit from working age (less/6pon the background of the increasing
average life expectancy burdens the health andigemsnds of practically all developed
countries.

Moreover, in recent years we witness raising amese of the serious impact
individual patient characteristics have on treathwricomes. Thus, society is faced with the
need for a gradual transition to personalized nieeliovhich involves the development of
individual-specific drugs and treatment prograni®ted to patient’s specific genetic profile
and characteristics.

The average time for the development and intradnaif a new drug is within 15-25
years, and the cost is at the level of 500 millioriL billion dollars, which puts an almost
insurmountable barrier to increase the demand lier development of more and more
specialized (in ideal — individual) medicationdameseeable time.

The development of a drug begins with the idesdtion of the so-called target. This
is the biologically active molecule (protein, DNRNA, an enzyme, a virus, etc.), which for
one reason or another functions in a manner, wigiatls to negative consequences for the



organism. These molecules are detected by the uethibomodern medicine, genomics and
proteomics. For a disease to be affected, a p&ticnolecule must be found (usually not a
big one, called a ligand) capable of forming a tatomplex with the target and thereby
block or substantially reduce its biological adtrviMost often the medicament is intended to
act on a protein — intracellular or membrane ortenAlecular level, the ligand must bind the
attacked protein’s receptor center with an appateraffinity (better coupling means lower

doses), thereby either stimulating or suppresssigeactions and thus modulating its activity.
These properties of the ligand are determined byinteraction with the target-protein

receptor center. As a rule, several hundred thalssdiyands are screened — potential
candidate drugs, to prove only a few of them sigtédx the synthesis and further laboratory,
and then clinical trials.

Although the money invested in drug developmenina@ently increases, the number
of newly-discovered active molecules decreasesn@®87, 47 in 1997 and only 23 in 2002.
This leads to additional costs increase of the pewducts and to the related to it market
contraction.

A substantial part of the time and costs in thegeltesign process goes into the
separation of a subset of the large amount of bickdly active compounds (candidate
ligands), which could be used to influence the giwgrulent process, in particular those
which can be linked and can block the site in tid¢ADto bind to a specific location on a
protein, reduce activity or block the action ofenzyme, etc. Potential drugs are abouf 10
10" are known chemical compounds?Hde commercially available compounds and another
10° compounds are still in the information databasenafufacturers. In drug databases 10
compounds are listed, about 5 ¥ Hde drugs on the market, and only h@e commercially
viable drugs.

Over the last decade, the so called high-througbpieening entered widely into the
practice of pharmaceutical companies and reseazolers shortening the duration of the
research process. The method consists of an awdmoheck for the formation of complexes
(their exact location and stability of the bindingetween the attacked targets and the
thousands of available ligands. Large laboratdnege equipment that allows simultaneous
testing of thousands of candidates — up tdlit@nds per day, but unfortunately, the success
rate (the so-called hit rate) reaches onlf/ligand. So the main disadvantages of a purely
experimental approach in the search for new dragsins the substantial capital expenditure
(tens of millions of euros) and the unacceptablM-aedays duration of the preclinical stages
of development (the duration of the clinical triannot be reduced anyway).

In recent years the practice of so-called virgakening [1-8] has become more and
more widely used. In this approach, the bindingcpsses between the target (protein, DNA,
an enzyme, etc.) and the ligand (the active moésculdrug candidates) is modeled on high
performance computing machines (supercomputerss.allows for a significant reduction of
time and cost for the development of medicinal pats. Efforts are focused in two main
areas:

— determination of possible biological functions a¥em protein by comparison of its
chemical composition and structure with those gistered in the data bases proteins



with already known biological activity and investign of its properties at the
molecular level;

— computer modeling of the interactions between thegdcandidate and the active
binding site of the attacked protein in order todeéect or even design a molecule
which interacts in an optimal way with this center.

The advantages of virtual screening to high-thrguglscreening are substantially lower costs
and shorter duration of the virtual experimentahd — pharmaceutical form" in which:

— No expensive materials and reagents are used;

— Biologically active molecules need not being systhed. It is sufficient to know their
structure [9], which can be found in publicly acibie information databases. 3D
structure of large biological molecules is pradticanpossible to be calculated — it is
reconstructed from X-ray data analysis and / or MB® structure of many proteins
can be found in the Cambridge Structural Datab&&, and Protein Data Bank
(PDB);

— Physical models and mathematical methods are wsesl rhore precise determination
of the binding area of the ligand to the target eidptimize the binding strength.

The development of a new drug using virtual screggioes through the following stages:

1. Determination of the biological target — a prot@n segment of the DNA to be
attacked,;

2. Scanning (by IT or chemical methods) of known orgasompounds (natural and
artificially synthesized) to identify potentiall}cwve molecules capable of binding to
the attacked protein and of blocking or inhibititgybiological activity;

3. Determination by means of physical methods (X-mayglear magnetic resonance,
neutron diffraction, electron microscopes) of splai8D) structure (if not known) of
the molecules of the potential ligand-candidatestar target protein;

4. Modeling of the behavior of the molecules and thelemular systems at the atomic
level, to simulate the interaction mechanism betwdlee protein and the drug
candidate and to estimate the probability for hlstaomplex formation;

5. Assessment, if possible, of the potential toxiofythe candidate and the complex
‘drug candidate — protein’;

6. Synthesis and experimental verification of modelregults on the most promising
potential drug candidates;

7. In the case of prospective drug-candidate ideatific, conducting the necessary
preclinical and clinical trials and developmentedhnology for drug production.

2. Amino acids and proteins

Proteins play a crucial role in almost all biolagiprocesses. In one form or another they are
responsible for many physiological functions:



(1) Enzymatic catalysis — nearly all biological reanticare catalyzed by enzymes. The
enzymes may enhance the rate of the biologicatisffef up to 18times. Until now,
several thousands of different enzymes are known;

(2) Construction, transport and storage function —roffimall molecules are transported
by proteins, e.g. as hemoglobin is responsibleokygen transport in the body. Many
drug substances are partly bound to the serum atbianthe plasma;

(3) Changes in the conformation of the molecule assalref a change in pH, or upon
ligand binding may be used to control cellular psses;

(4) Coordinated movement — muscles are composed phyr@riproteins and muscle
contractions are accompanied by relative glidingtwd protein fibers, actin and
myosin;

(5) Musculoskeletal structural feature — the strendtthe skin and bones is determined
by the protein collagen;

(6) Immune defense — antibodies are protein structhegsreact with specific substances
foreign to the organism;

(7) Generation and conduction of nerve impulses — s@méno acids function as
neurotransmitters. They transmit electrical impsifsem one nerve cell to another;

(8) Controlling growth and differentiation — the protgiare critical in controlling the
growth and differentiation of cells and the expi@sf the DNA. For example, the
repressive proteins can bind to a specific segneérdNA, and thus prevent the
formation of the product of this segment. Many hones and growth factors regulate
cell functions — such as insulin and hormones #tmhulate the thyroid gland to
produce proteins.
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Fig. 1 Amino acid structure[44]

Proteins are made up of alpha amino acids (aayhioh the amino group and the carboxyl
group are attached to a common carbon atom, reféor@s thea-carbon atom. To thisa-

carbon atom another hydrocarbon residue "R" i<laétd, which is called a side chain, and
determines the specific properties of the individamino acids (Fig. 1). The amino group



exhibits alkaline properties while the carboxyl gpohas acidic properties. This structure
defines an interesting and extremely diverse raafjgroperties of amino acids (aa).

Proteins are composed of 20 aa. In solution atiplogical pH (pH = 7.4) the aa enter in

alkaline-acid reactions to give rise to zwitterigdsuble ions) — molecules in which one atom
is positively charged and another negatively, buttlee whole the molecule is electrically

neutral (Fig. 2 ). pKa values, however, for theidghamino acids such as glycine, are 9.6 for
the amino group and 2.3 for the carboxyl group,civimeans that if the pH of the solution is
decreased significantly below 7.4, the amino grauipp have a positive charge and the

carboxyl group will be neutral and vice-versa +thié pH of the solution is raised above 7.4,
then the amino group is neutral, while the carbaygup is negatively charged. Thus, the
ionization state of the amino acids depends ompHhef the solvent.
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Fig. 2 Example for a zwitterion[44].

Amino acids may contain polar and non-polar fun@iogroups, and therefore can exhibit
both hydrophilic and hydrophobic properties. Theparties of each aa are defined by its side
chain, which can differ in shape, size, charge, thedability to form hydrogen bonds. Amino
acids are grouped according to the properties @f side chains, as shown in Fig. 3. For
denoting the aa a standard three-letter code istado

First 6 amino acids glycine (GLY), alanine (ALA), leucine (LEU), isolewine
(ILE), proline (PRO), andvaline (VAL) — are aliphatic aa (aliphatic means that their side
chains do not contain benzene or other aromaticpoomds). From these first 6 aa, only
valine, leucine and isoleucinere hydrophobic, meaning that they can be founyvhare in
the chain of the protein, preferably occupying thgsrts of the protein which are in the
interior, hidden away from the water. This effezads to a considerable stabilization of the
protein structure.

There are three aaphenylalanine (PHE), tyrosine (TYR)andtryptophan (TRP),
which contain delocalizeg-electrons in their side chains, which may be iwedl in
interaction with otherp systems in the biomolecules. Two amino acids ¢ongalfur —
cysteine (CYS)andmethionine (MET). These are distinguished by some special progertie
Two more aa are also singled out by their propediee to the hydroxyl group in their side
chains —serine (SER) andthreonine (THR). The presence of hydroxyl groups in the side
chain allows them to participate in hydrogen bogdwith water molecules, macromolecules
or other parts of the molecule of the same protein.



Fig. 3Table of the amino acids grouped by their elegbrizperties[45].

Five of all 20 aa are considered hydrophilic, aad be ionized at physiological pH.
Amino acids lysine (LYS), arginine (ARG), and histidine (HIS) are characterized as
primary hydrophilic aa because they contain a bgcip in the side chain that is positively
charged at physiological pH. Thespartic acid (ASP) and glutamic acid (GLU) are
considered acidic hydrophilic aa because their sid@in contains acidic groups that are
negatively charged at physiological pH.

It should be noted that 8 of all 20 aa have idsliz@roups in the side chaiArginine,
lysine andhistidine can be positively charged, whaespartic acid andglutamic acid can be
negatively charged under physiological conditidhi also possible foserine, tyrosine,and
cysteineto be ionized to become negatively charged dwemoe biological processes.



It should be emphasized that the electrical prigxenf the amino acids are for us of
the utmost importance, since within this coursewilediscuss the interactions of molecules
made up of amino acids. The reason for this isftibat the four known interactions in nature,
only one works in this case — the electromagnete. @he behavior of the various objects in
these interactions depends solely on their electrarges and dipole moments. Those amino
acids that have no electric charge and do not gelamder external influence (i.e. have no
dipole moment) do not interact with the water males (which have a relatively large dipole
moment). These amino acids form the group of tldrdphobic aa. Amino acids which have
an electric charge or dipole moment react with watelecules, with forces of attraction
acting between them. They are classified as hydiioph is important to remember that the
so-called hydrophobic forces do not actually egistl are just a convenient way of writing
effective interactions.

Proteins are composed of aa, related by peptisdelde that is actually an amide
binding between the two adjacent aa (see Fig.mMjhé formation of the peptide bond the
hydroxyl group of the first amino acid is boundattyydrogen atom of the amino group of the
second acid to form a water molecule. Carbon atérih® carboxyl group of the first aa
interacts with the nitrogen atom of the secondt@dorm a covalent bond. Two amino acids
form a di-peptide, several aa form oligopeptided arhen the number of the connected aa
becomes large enough, they form a polipeptide.

Amino acid (1) H Amino acid (2) H

Dipeptide

Fig. 4 Peptide-bond formation[44].

The polypeptides comprise generally from 50 to 2880Their molecular weight is expressed
in Daltons, one Dalton being equal to the masshofdaogen atom (an atomic unit). The mass
of most proteins is between 5500 and 220 000 Dslton

Each peptide chain has two ends: the amino tesninbich is depicted by convention
on the left side, and the carboxyl terminus, cotiveally located at the right side (Fig. 5).



This convention, with the three-letter code appliedight generate, for example, the
following record: ALA-GLY-TRP-SER-GLU. This meanidt the oligopeptide has alanine at
the amino terminus, and glutamic acid at the caybemd.

The amino acids in the protein are determined Hey genetic code, in which a
particular nucleic acid sequence, called the cogtmicates what amino acid should be added
to the growing end of protein chain.

Some aa can participate in reactions after theng iaken their places in the peptide
chain. Such reactions are referred to as postlatamsal modification and may be of great
biological importance. An example is shown in Fég— cross-binding of two cysteines,
leading to a new aa called cystine. This reacttomost often seen in extracellular proteins
and can affect their three-dimensional structure.

Knowledge of the amino acid sequence in a pejgigasential for several reasons:

The peptide sequence may give some hints on theitgadf a given protein. For
example, protein binding sites often contain a& &in@ able to bind hydrogen. Such an
amino acid is serine;

Fig. 5 Polipeptide; indicated are the N- and C- terminitioé chain[46].

The bonds between the amino acids in a proteirhegmobtaining its 3D structure;

Variation in the aa sequence of a given protein lead to diseases. For example,
substitution of VAL by GLU in hemoglobin yields aeinoglobin mutant called
hemoglobin S. This defect in hemoglobin leads &dbcurrence of sickle cell anemia.

Peptide bond contributes to the overall structureproteins. In itself it is a solid bond,
meaning that it cannot rotate. This property is tuearticipation of the amide bond in
tautomerizatioh which gives it a dual character. The other bdndseptides are not like this,
which leads to the numerous rotational degreeseefiiom the protein chains have. The amide

! Tautomerizirane is a process in which due to teHigion of the electrons in the molecule a slightifferent
from the initial structure of the same moleculerisated.



bond, together with the bonds on both its sideschviare linked to the alpha-carbons, is
called the main chain (backbone) of the protein.

Proteins have four levels of structure:

[1] Primary structure — it refers to the amino acid sequence of protéinsluding
cystines, which are created in the process of cttamation). It is believed that the
primary structure of the proteins determines targd extent the 3D structure of the
molecules. Only rare cases are known in which prstevith the same primary
structure may fold into different three-dimensiosahformations, with dramatically
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Fig. 6 Example of a reaction that causes translational ification.

Fig. 7 Example of ara-helix[47].

differing properties. Prions that cause mad cowatie (BSE) provide one example of
this type. Usually, the primary structure is givena sequence of three-letter symbols
of amino acids. An example of a primary structsréhe sequence of ASP-ARG-VAL-
TYR-ILE-HIS-PRO-PHE, defining the octopeptide artgiwsin II.

[2] Secondary structure- it is associated with the arrangement of thenamacid residues
which are located close to each other in the cHakamples of secondary structures
are alpha-helices anmsheets. Alpha-helices are tightly coiled rod surces with step
3.6 aa residues. The spirals are reinforced bydgeir bonds between the carboxyl
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groups of the main-chain of an aa residue and tHeghdup of the main carbon chain
of another aa residue at a distance of 4 aa residileprimary amino and carboxyl

groups are linked by hydrogen bonds and the R-graue directed outwards from the
structure, arranged spirally (Fig. 7).

Beta-sheets are another type of secondary structungsting of two or more straight
chains, linked by hydrogen bonds sideways (Figlf&he amino termini are located
on the same side, they are called parallel shewdsifathe chains have different
orientations, they are anti-parallel. All amide® aonnected by hydrogen bonds,
except only for those at the ends. Pleated surfeme$e obtained from a single chain,
if it contains ab-turn which forms a hairpin-like structure. Moreesf than not proline

is present in thesturns. Whereb-sheet is rotated about itself and the outer enels a
connected by hydrogen bond$®-aylinder is formed. Such structures are common in
proteins.

[3] Tertiary structure— the tertiary structure determines the ordemoiha acids that are
far apart in the peptide chain. Each protein ultehafolds into a three-dimensional
structure whose nature is different in the intedod exterior. In the folding process
the hydrophilic aa interact with forces of attractiwith the water molecules (van der
Waals interactions) and as a result tend to haee ailiter side of the protein.
Hydrophobic amino acids do not react with water asd result are mainly displaced
in the interior of the protein. Charged aa, locatedthe surface of the protein, form
hydrogen bonds with water molecules surroundingnth€his greatly increases the
stability of the proteins, when dissolved in watén example of a tertiary structure is
shown in Fig. 9a.

[4] Quaternary structure- the protein chains may form dimers, trimers aligomers of
higher order by joining to each other. Typicalleyhcontain from 2 to 6 subunits,
consisting of the same or different chains, whiale @alled homodimers or
heterodimers. An example of a homodimer composedwof identical chains, is
shown in Fig. 8b.

The proteins can be embedded in cell membrangwalkttice, almost all membrane functions
are performed by such proteins. Interestingly, mem proteins have a special feature that
allows them to exist in the lipid environment. Tpheoteins present on the outer or inner
surface of the membrane are called peripheral.afhimo acids that make up the abutting to
the membrane areas are, for the most part, hydophend in the parts with a water
environment — hydrophilic. The proteins may alsossrthe membrane, i.e. they are internal
or integral to it. The parts present in the membérare made of hydrophobic amino acids and
the remainder is hydrophilic. Transmembrane pretean move back and forth, but cannot be
scrolled.
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Fig. 8 Examples ob- sheets with parallel and antiparallel orientatioi§§

Proteins are unique biomolecules, which can aaterselectively with different
substances. They have special areas on their su(tative centers) where only certain
molecules or active centers of other moleculeshiad. Bound that way, the biomolecules
form a complex. Such a conformation can inducgaadiin the cell or activate an enzyme.

Fig. 9 (a)Ttertiary structure of a protein composed mtheets and unstructur
parts; (b) Quaternary structure of the human Interfeiggimma molecule.

3. Physics basics of biomolecule interaction modeling

In order to model the interaction of two molecu(esg., a drug candidate and the target
molecule) an adequate physical model should belai@®®. The molecules are composed of
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atoms that are linked together by chemical bondsbdild a model of a molecule means to
describe all its atoms and their interactions. fingiple there are two ways to describe such
systems — by classical methods or by methods aftquamechanics. To study the dynamics
of the system in the first case means to deteritiinecoordinates and the velocities of all
atoms as a function of time. This can be achieweddiermining all forces acting on each
atom at any single moment and then solving theesponding equations of motion — the
Newton equations. From a mathematical point of yitve problem is reduced to solving a
system of ordinary differential equations. Even tbe simplest molecules the analytical
solution of such systems is a difficult task. Ire ttase of biological molecules, which are
typically very large (thousands and tens of thodsaof atoms) the only possible approach is
their numerical integration using computers. Theation is further complicated by the fact
that all biological processes take place in waterpne must add to the system an appropriate
number of water molecules (usually thousands os t#nthousands) which makes the task
feasible only on high-performance computer systems.

Quantum mechanics (QM). By their nature, atomic and molecular systems are
guantum systems, so they should be treated by é¢leoais of quantum mechanics. To make a
guantum-mechanical description of a system meadstermine the probability for finding it
in a given state. This probability is given by @guare of the wave function of the system

Y (r,t), wherer denotes coordinates of all particles in the sysfEne wave function itself is
a solution of the Schrédinger equation for the exystwhich is a complex partial differential
equation

2
i —— =HY =- —RN2Y +V(r,t)Y

qt 2m
Unfortunately, this equation may be solved anadytyconly for very simple systems such as
the hydrogen atom. In fact, in order to explore diggamics of a system the time-dependent
Schrodinger equation has to be solved. This isxéreraely difficult task and therefore it has
to be resorted to certain approximations. Sincentlass of an atom is practically entirely
concentrated in the nucleus (mass of the electi®mabout 1/4000 of the total mass of the
atom) it is assumed that the nucleus motion comph¢h the laws of classical physics, while
the electrons follow it practically instantly (i.eithin times of the order of attosecondes).
Thus, at any single moment the electrons can bsidenre@d as moving in the stationary field
of the nucleus, which reduces the problem to smiutf the stationary (time independent)
Schrddinger equation

Assuming that the wave function of the molecule t@nrepresented as the product of
electronic and nuclear components:

Y Y Y

molecule — ' electronic ' nuclear
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The Schrédinger equation is then solved in two sstéipst the electron system is examined

and the obtained energies and wave funcY (r,t;R) depend on the coordinates of the
nucleiR. In this case the system Hamiltonian reads

~

2
HY =- —N?Y +V(r;R)Y
2m

For each configuration of the nuclei there existishary solutions of the equations for the
electrons

Y(r,t)=F (r)exp¢iE.t/ )

HF . = E(R)F,
The second step solves the stationary Schrodingeraten for the nuclei (Born
Oppenheimer approximation [10]). The Bo@ppenheimer approximation is valid when the
system is in the ground state and the next enetay $s high enough. In the case of
multielectron systems (atoms with more than oneteda, polyatomic or molecular systems)
solution of the Schroédinger equation is only pdssditer further approximations being made,
such as the HartrFock method [10] or the density functional methBdT) [11], to mention
two of the most popular and widely used approackes.realistic physical systems (atomic
systems, molecules, biological molecules, solidemiats), these equations can be solved only
numerically. Moreover, even using the most powerrhputers it is practically impossible to
get in a reasonable time (days or weeks) solutionsystems with more than 1000 atoms.
There exist a number of software packages for swemtum computations that are widely
used in various fields of physics, chemistry amuldgy. Among the most popular packages
are:

CP2K [12] — a package with free access for simutaif atomic and molecular
systems allowing the use of several different magshancluding hybrid simulations on
guantum and classical level;

CPMD [13] — a package with free access for abanfiiantum molecular dynamics.
The method is based on DFT and was developed bwricaParrinello;

GAMESS [14] — a package for quantum computing, Wleacompasses a variety of
computational methods, including the method of kafock and DFT,;

GAUSSIAN [15] — a package for quantum computatitiased on the method of
Hartri- Fock, but providing the opportunity to use a widgiety of other methods,
including DFT;

Q-Chem [16] — a package for quantum computatiorfgrinog a wide range of

different methods, including variations of the noethof Hartri Fock and density
functional theory (DFT).

The above list does not exhaust the whole rang®ftvare products for ab-initio quantum
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calculations. Issues related to quantum computatwifi be covered in a separate lecture
course.

Molecular mechanics (MM). Quantum mechanics describes atomic and molecular
systems with high accuracy, if the Schrédinger #gonacan be solved. As already noted, this
is only possible under significant simplificatioaad for systems with a small number of
atoms. Unfortunately, biological molecules do it in this category — they are extremely
complex and consist of huge number of atoms th&esaheir description at the quantum
level practically impossible. Therefore, for deption of their behavior mainly classical
methods are employed.

For particles with mass m present in a systengatlierium at a temperature T, the
average value of the momentunxig®> = mk,T, wherek, is the Boltzmann constant. From
Heisenberg’'s uncertainty relatiolDxDp> /2 it follows that the accuracy in the

measurement of particle coordinags given by

> kT
Quantum effects are significant and cannot be mhof they lead to variations that are larger
than s,. One may safely ignore quantum variation <0.1 ypi¢tal distances between the
atoms in the molecules are of the order of 1 A)Table 1 are given the values f[A ] for
certain atoms at different temperatures. As casdes, the electrons must always be treated
guantum-mechanically. At temperatures of about RGilso hydrogen and deuterium atoms
have to be treated quantum-mechanically, whilsthéevier atoms may be described by the
methods of classical physics. Possible quantuncisfi@ that case can be taken into account
as small corrections. These considerations allowousuild complex models of atomic and
molecular systems using classical Newtonian meckani

m(u) 10K | 30K | 100K 300K | 1000K

0.000545 47 27 15 8.6 4.7
H 1 11 0.64 | 0.35| 0.20 .11
D|2 0.78 | 0.45| 0.25| 0.14/0.078
C|12 0.32 | 0.18 | 0.1 |0.058|0.032
O| 16 0.28 | 0.16 | 0.087| 0.050| 0.028
I | 127 0.098 0.056| 0.031| 0.018| 0.010

Table 1. Values of , for some systems.
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Let us consider a system Nfparticles with generalized coordinalq,,d,,...,q,and
generalized velociticq = g/ it . The Lagrangian of the system is given by

L =K(q,q)- V(q)

where K(q,q) (the kinetic term) describes the free motion oftipkes andV(q) is the
interaction potential. The principle of minimal et for the corresponding action
t2

S= L(q,q,t)dt

4

leads to the following Euletagrange equations

dtiq 19 )
Their solutions determine the dynamics of the sysM/e can define generalized momenta of
the particles as

_Tt(a,a)
P 19 2)
From Eq. (1) we get
L 1
o= L(g.0)
fiq
In Cartesian coordinates
3N 1 1‘“_
=X L=V, K= — \/i2 L =—=mV
qQ=x; v, K= omy p=g ®3)
equations of motion take the form
dp . TV
4= 0
dt 9o, @

Taking into account that the forces that act on the particles\ene lgy the partial derivatives
F =-1V/9q, and with Eg. (3) in mind, we obtain the well-knovetation between force and

acceleration (second principle of mechanics)

dv(t) - dV(XX,-- %)

mg=F U m=_ i (5)

Alternatively, the description of the same system cso laé done within the Hamiltonian
formalism. The Hamiltonian of the system is defined as:

H= pg- L(q0q)
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Its full differential, with Egs. (1), (2) taken mtaccount, reads

dH= pdg+ qdp- jEdq- jkdq

i Tg; i Tg,

! (6)
dH= qdp - p,dq

From the definition of the full differential and E@) we get the following equations
ﬂH(aq):q. H(p,a) _

i I fia
- the Hamiltonian equations. In Cartesian coordsateese equations become:

- B (7)

H=K+V= p°/2m+V(x)

d_)g:E: =

dt  1p p/m =y (8)
oo WV

fit X,

Thus, we obtained the same equations as in theahg@mn formalism. These two formalisms
for description of mechanical systems are equitaled choosing one or the other is a matter
of convenience in any particular case.

For description of the dynamics of a mechanicateay one needs the interaction
potentialV( ) in order to solve the corresponding equations ation — the system (8).

Molecular mechanics describes atoms (nucleus dacrens around it) as point
charges with a certain mass, proportional to tlenat number. Every atom is attributed
radius (van-der-Waals radius), polarizability artte telectric charge as determined by
guantum-mechanical calculations, or based on measnts.

Interactions between neighboring atoms (covaléetrical bonds) are described by a
harmonic-oscillator type potentizv, (r)=1k,(r- r,)?, Wherero is the equilibrium distance
between two atoms (Fig. 10a). The coefficienis determined by the type of chemical bond
(, , single, double, triple). Such a potential allowt® atoms to vibrate around the
equilibrium position, the amplitude being deternairey k,

For every three adjacent atoms a potential isddfi that describes the change of the
angle between the covalent bonds,being the equilibrium position around which itdues
fluctuate (Fig. 10b). Coefficierid, determines the amplitude of these variations.

For each four adjacent atoms a potential is sigecthat describes the twisting of the
covalent bondsV,( )=k,(1+codn - ,)), wherein/ is the angle between the planes

defined respectively by the atoms 1, 2, 3 and atdn® 4, as shown in Fig. 10c anglis its
equilibrium value.

Non-covalent interactions of the atoms in the roole are described by means of two
two-body potential terms:
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wherei, j are the numbers of the interacting atomsis the distance between theq,are
their electric charges, and is the dielectric permittivity of the medium. Thiest term is
called the Lennardlones potential (Fig. 11a) and accomplishes twkstagescribing van-
der-Waals (dipole) interactions of attraction (therm 1/r°), while ensuring the
implementation of Pauli principle by preventing twtoms to come closer than a certain
distance (the terml/r'3. The second potential describes the Coulombdntiem between
atoms (Fig. 11b).

Fig. 1C Parameterization of the covalent bonds: (a) bonds;
(b) angles between the bonds; (c)itors

Thus the full interaction potential can be représeim the form:
V= V,+ V,+ V;+ Vi+ 'V
[ [ [ i 0]

The problem of constructing a physical model ofveeg molecular system is thus reduced to
defining all interactions of the atoms of the sgste.e. determining the parameters of the
above potential. Potentigldefines unambiguously the forces acting on eamm at

Lennard-Jones potential Coulomb potential
6 I I I 1 6 1
4 +
4 Se—— =
= i - 2r tq, +Q2
Z 2F 4 <0
= = 2t Ch +0;
0
Vel a4t
-2 1 1 1 1 6
0 1 2 3 4 5 0 5
rij rij

Fig. 11 Long-range interactions: (a) potential of Lennadibnes;
(b) Coulomb potential.
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as F, =-TV(X,,X5,...,% ,....,X,) 1%, . Therefore, in chemistry and biochemistry potériias
also known as the force field.

With the potential so defined, the atoms can vibexbund their equilibrium positions.
The internal energy of the system is defined astime of the kinetic and potential energies of
all the atoms in the system. Potential energyopprtional to the deviation of the atoms from
their equilibrium positions and is given as

E = Ebonds+ Eangle + Edihedral + Enon— bonded

Enon bonded = Evan der- Waals + Eangle

The main problem, which is solved by molecular hagdcs, is the calculation of the
internal energy of the system and its minimizati®his allows to determine the potential
binding centers (they correspond to local potemtialima) and to assess the probability of
binding two molecules into a stable complex.

The contribution of the terms associated with éanvabonds can relatively easily be
found, since an atom interacts only with its nelanesghbors. The calculation of the terms
associated with non-covalent interactions is caarsioly more difficult, because in this case,
when calculating the energy of an atom it is nesngs® take into account the contributions
of all the atoms in the system. Since the Van-deeM/interactions decreaser®s in order
to speed up the calculations a cut-off radius tioduced. If the distance between two atoms
is greater than that radius, the energy of the MamWaals interactions is neglected.

The calculation of the contribution of the termssaciated with the long-range
electrostatic interactions is a non-trivial problefhey are particularly important for
biological molecules in water solution as they sabsally determine their properties. A
range of methods is developed to accelerate thelsalations. The simplest of these is the
use of a cut-off radius, similar to the case of Waa-der-Waals interactions. This approach
creates a sharp boundary between the atoms withiarea defined by this radius and those
outside it. To account for the contribution of ®ms outside the cut-off radius different
smoothing functions that multiply the calculate@myy by a factor between 0 and 1 are used.
A significantly more accurate but more complex methirom a computational point of view,
is the widely used corpuscular-mesh method of E@dditicle mesh Ewald summation) [17].

Many of the software packages for MM have impleteérforce fields to describe
amino acids (e.g. proteins) and nucleic acids. &Hesce fields are self-consistent, but it
should be kept in mind that the different packages different parameterization. Often it is
not possible the force fields of one software pgektb be used in another and the task of
transferring them is far from simple.

As already noted, all key processes in living #srattoccur in water
environment. It is therefore essential for the dations that the water molecules and their
interactions with biological molecules are corngdiscribed. An important property of water
molecules, which determines their impact on allcpsses in the aquatic environment, is their
relatively large dipole moment. As a result, theewvanolecules form a liquid with complex
properties. For a description of the water theee different models. It is important to know
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that in most cases the force fields of the amindsaare consistent with certain water models
and should therefore only be used with them.

Molecular dynamics (MD). In order to track the dynamics of the bonding pssoef
the biological molecules and the behavior of prteunder certain conditions (folding,
changes in the conformation, etc.) it is necessarynd the evolution with the time of the
coordinates and velocities of the atoms in theesgstor this purpose, with a given potential
(force field) and initial positions and velocitied the atoms we have to solve Newton's
equations for this system:

ma=F U m ——2 = y(t)

dx dt

wherex andv are respectively the coordinates and velocitiegh® atoms. As we have seen,
they are equivalent to the Hamilton equationsl(8)'s write them in the following form:

dvit) _ dv(x) dx(t)
dt

H
daq_ ik _ g

dtp  -THI/Tg " p ©)

whereL denotes the Liouville operator. The solutions qf ) can be written as

q . q
(t)=exdiLt) ~ (0) (10)
p p
In Cartesian coordinateq = x, p =m\, the Hamiltonian of the system is given by

H=T+V= p?/2m +V(X)

The Liouville operator acts on the coordinates agidcities like

X Vv Vv 0 : .
iL = = + =ik, +iL¢ (11)
v F(x)/m 0 F/m

It should be emphasized that the opereL, "&nd L. do not commute with each other.

We shall look for a solution to the Hamilton eqoa$ by presenting the time
evolution of the system as a sequence of statestifuns of time, with the steDt. Each
subsequent state is obtained from the previous lmneacting on it with the operator
exp(iLDx), i.e.

T e+t =expiLnt) 9 ()
p

Substituting  representation (11) in the exponenexp(iLDt) and  with
Baker Campbel Hausdorf formula taken into account, we get
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exp(LDt) = exp(% iL-Dt) exp{L,Dt) exp(% iL - Dt)

1 1
=Up SDU, (DU Dt

where
X X X X +vDt
U.(Dt) = = u,(Dt) =
v v+ (F(x)/m)Dx v
Thus we obtain the coordinates and velocities effrthil)-th step:
Vn+l = Vn +iF nDt +iF n+lDt
2m
=x,+ v, + 1 F Dt Dt
Xor = Xy Vi % n (12)

The resulting dependence of the coordinates andcities upon time is called
trajectory of the system. Finding the analyticdution of these equations is not possible for
systems with a large number of atoms so their nizadentegration with the help of powerful
computers is needed. By solving numerically theatiqns of motion, the values of the
coordinates and velocities are found for discrete tvalues. The time step in most of the
calculations is taken in the order of 1-2 femtoseso(10%s). Thus the trajectory of the
system is built. Since the processes of formatidmoand states of molecules or the change in
their conformation happen relatively fast, in moases it is sufficient to build trajectories
from a few several tens of nanoseconds®§)0For large systems of atoms (such as a
simulation of the binding of biological molecules water solution — i.e. hundreds of
thousands of atoms) the construction of such t@jexs takes days or weeks using the most
powerful supercomputers.

The algorithm described above — (12), is calledé/algorithm and is one of the most
widely used computational algorithms. Another papwalgorithm is the so-called Leap-Frog
algorithm. In this second case, the relationstierdoordinates and velocities have the form:

v, =v , +(F,/m)Dt)

1
n+= =
2 2

Although it appears formally different, this algbm is fully equivalent to the algorithm of
Verle.

Statistical physics and thermodynamics

Modern experimental technique does not allow lier abservation of the dynamics of
very fast processes. With the advent of new attwséasers this is expected to be possible in
the next decade but for now the computer simulata@frthese processes represent a computer
(virtual) experiment. The only way to verify the roectness of such simulations is a
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comparison with the experiment. What we can measxperimentally for such systems is
their thermodynamic macroscopic characteristicis. therefore necessary based on the results
of the simulations at a microscopic (atomic) lev® calculate the corresponding
experimentally measurable macroscopic quantitieer@®y, temperature, pressure, etc.). These
calculations are subject to statistical mechamcsare based on the assumption that the time
average of the physical variables coincides with thlues obtained by averaging over the
corresponding statistical ensemble (the ensemldeage). Below we shall briefly introduce
some basic concepts of statistical physics andrtbdynamics. More detailed information on
this topic can be found in [43].

Microcanonical ensemble

Let's consider a system consisting of N particlHgee phase space of the system is
defined by the space of the coordinates and vedsciof all particles in the system,
Gy, 1,0l Vi Vs..,Vy ) - The number of degrees of freedom of the systedBNis k wherek

is the number of the constraints, imposed on tlseegy. Any possible microscopic state of the
system represents a point in phase space. The s#itpwints in phase space (microstates)
lying on a hyper-surface determined by a given lawcalled an ensemble. L& be an
arbitrary macroscopic physical quantity. The averaglue of this quantity over a given
ensemble is defined as

l M

<A>enc_ M m:lAn

whereM is the number of states (points in the phase spmdenging to that ensemble.

Let's haveM systems, all with energly, volumeV and number of particleN. It is

assumed that all microstaiGthat are compatible with that macrostate (i.e. iked N,V,E)
are equally probable.

This is one of the basic postulates of statisptgisics. Conditiore = constdefines an
N-1 dimensional surface in phase space. The set gioalts in phase space, lying on this
surface, defines an ensemble that is called miomuaal ensemble.

Let us instead of looking at a number of systecasisider a system that evolves in
time according to the laws of mechanics, i.e. tlonservation laws (of the energy,
momentum, etc.) take place. If this system is do@e. it does not exchange energy and
matter with the environment) the microstates thiowdich it will pass in its evolution, form
a microcanonical ensemble. In this evolution aBgible states can be reached with the same
relative probability. The last statement is theeaess of the so-called ergodic hypothesis. An
important consequence of this hypothesis is that alierage values of the macroscopic
physical quantities over the ensemble (13) wilhcale with their average values over time
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1T
A == A(t)dt
< >t T o ()
This means that if we want to compare the resoftsMD simulations with
experimental measurements, it is necessary to lagdcthe average values of the considered
physical quantities over the MD trajectory.

MD simulations are inherently statistical. Whenfpeming them, we should always
specify the statistical ensemble used. The typensemble is chosen so that an adequate
comparison of the simulation results with the ekpentally measured values should be
possible, i.e. the choice is defined by the cood#iunder which the measurements were
made.

Let us denote the number of states in the phasesesp which a system consisting of
N particles in volumé/ and with total energf can be found tS(E,N,V). If a system is

split into two or more subsystems, the number atiestin which it can be found is given by
the product of the number of states of its subsysid herefore, it is more convenient to work
with the logarithm ofS. Let us introduce a new variable

S(N,V,E) =k, InS(N,V, E)

where ks is the Boltzmann constank, =1.3806610*°J/K ).The quantityS is called

entropy of the system. If the system is divided into twdbsystems which can exchange
energy and particles with each other, such Ehat E1 + E2 the changes in the entropy of
these subsystems are connected as

OSNLVLE) | SN V,.Ey),

dEl |E1:E; dE2 E,=E-E (14)

The physical quantity which characterizes this geais calledemperatureand is defined as

T =[dS(N,V,E)/dE] " (15)

If the system is in equilibrium, the following rétan takes place

S(N, Vi, B) + S(N,,V,, Ey) = S(N, + N,V +V,, B + )

Let the system under consideration be in mechanictihermal contact with other systems,
wherein the change & andV is slow enough, i.e. the system can be vieweduasicptatic.
Then the full differential of the entropy reads

1S 1S
dS= — dE+ — dV
1E ., . (16)

Here the indice¥ andE to the brackets mean that the corresponding devés taken by
fixed (constant) values &f andE respectively.

Let us introduce a new quantitypressure as
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p=T — 711

By substituting (17) in (16) and taking into accotime definition of temperature (15), we
obtain

dS:?l(dE+ Pdv)  dE=TdS- PdV (18)

This relation between energy, temperature, enti@py pressure is called tliest law of
thermodynamics.

Canonical ensemble

Let’'s consider two systems in thermal contact .(AiB), one of them having many
more degrees of freedom than the othern>n- n, >>n, >>1. The larger system is called

thermal reservoir In this case the energy of the second systens E—E; is much bigger
than the energk; of the first system. Then we can expand the egtodghe second system

S,(n,,E,)in series ing;

1S, (E¢
S(E-E)»80)- BT =50 2 (19)
By exponentiating this relation, we get for the meamof
System2 states of the second system
_ — oS/ky E/KT
System 1 SZ(E Ei) € € (20)
(NV,T)

—— From (20) it follows that the greater the phaseuna of
AE the second system, the greater is the probabdityttie
first system to be in a macrostate with energy

Although all energy states are allowed, the phasesity
Fig. 12Canonical ensemble. decreases ¢exp(- E, /kT).

An ensemble, in which the number of partidies/olumeV and temperatur® remain
constant, is calledanonical The main difference between the microcanonicdl @anonical
ensemble consists in the fact that, while in thst ftase all microstates in the ensemble are
reached with equal probability, this probability ile second case is characterized by an
additional weighting factoexp( E, /kT). When averaging over a canonical ensemble, these
additional weights must be taken into account. th@ purpose it is convenient to introduce
the canonical distribution function:

1 CE(rw
Q(N’V’T):rg?’” drave ECV/KT 1)
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where g*" = (DxDv)*" is the full phase volumeQ(N,V,T) is the normalization coefficient

used for averaging in the canonical ensemble. kample, the internal energy of the system
is defined as the energy average over the ensemble

(G S—
Q(N,V,T) N!g

dravE(r,v)e Bkt

Q(N,V,T) can be represented in the following form:
Q(N,V,T) =g #MVD (22)

where 6 =1/KkT. A(N,V,T) is calledfree energyof the system, or more precisely — Helmholz
free energy. By substituting Eq. (21) in Eq. (22) ebtain

N! ;—sN dr AT EC) = 1

By differentiation ovew we get
TA
A(N,V,T)- (E)+ b(—), =0
( )- (E) (ﬂb)v
Thus,
1A
A(N,V,T)- U(N,V,T)+T(ﬁ)v =0

Taking into account that has the meaning of energy and also the definitions

S=-(TA/TT),  P=-(TA/TV),

we obtain the main thermodynamic equation

A=U-TS
System 2
Grand canonical ensemble
System 1
The energies of the two systems fluctuate arobenl t ®ViT)
mean values. Let us now assume that the systems|can ‘__a"E
exchange not only energy, but also particles. After AN
equilibration the number of particles will also dtuate

around the mean valueld; andN,. The free energy will tend
to a constant value. After the equilibrium is reatthits
change for both systems will be the same: Fig. 13Grand canonical ensemble.
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(TA/IN)y = (1A, 71IN),

The variabler defined as
m=(TA/1N),, (23)

characterizes the changes in the free energy iglthange of the number of particles in the
system and is calledhemical potential An ensemble, in which the chemical potential
volume V and temperaturd@ remain constant, is called grtand canonical ensembl&he
density of the probability for reaching a certaiats in the phase space of the smaller system
is now dependent on the chemical potential an@fimed as

p(r,v:N,) 1 o/™M/KT g E(r v) /KT

After summation over all possible values lf and integration over the coordinates and
velocities we obtain the distribution function e grand canonical ensemble

Z(mvy,T) = ™ TQ(N,V,,T) (24)

N,=0

When working in a grand canonical ensemble, theaaweg of physical quantities is done by

using an additional weighting fact e™'¥T which accounts for the changes in the number

of particles in the system. With Eq. (24), afteemaging, it is straightforward to obtain the
basic thermodynamic characteristics for such aesysket us introduce a new varialle

7= em’kT = emb

Thus,
P=XThz@zv.T)
V
T . _qInZ
N( (N))—ZEInZ(z,V,T)—kT o (25)
0 :-l = Z—ﬂlnz
U (E)) ﬂbInZ(z,V,T) KT T

Let us emphasize once again that the main differér@tween the above considered
ensembles is in the weighting factors used to dtariae the probability for reaching a given
state in the phase space of the system.

The most commonly used ensembles are microcanominaémbles, canonical
ensemble and isobaric-isothermal ensemble. In tiseooanonical ensembleNVE), in the
system remain constant the varialiies the number of the particleg— volume, anc — the
energy. This corresponds to processes without baehange. The corresponding MD
trajectory may be regarded as transformation otkthetic energy into potential energy and
vice versa, the total energy of the system remgioonstant.

In the canonical ensembI®&YT) remain constanN — the number of particley/ —
volume of the system, and — its temperature. In this ensemble the energycaged with
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endothermic and exothermic processes is exchangédavthermostat, interacting with the
system. There are different thermostats, approxnmgegufficiently realistically a canonical
ensemble. Finding the canonical distribution of tberdinates and velocities is not a trivial
task. It depends essentially on the choice of #rampeters of the thermostat, the size of the
system and the integration step (the time step)jsasdbject to numerous studies.

In an isothermal-isobaric ensemblMRT) remain constant the number of partichés
the pressur® and temperaturé. In this case the, in addition to the thermosadbarostat is
coupled to the system. This situation correspoadatioratory conditions, where the system
is open and has free access to the atmosphereh@dsnote that in simulations of cell
membranes the maintenance of a constant pressuseappropriate.

MD is an extremely powerful method for understagdithe dynamics of the
processes in molecular systems and is widely usesirulation of the binding of biological
molecules. In the interpretation of the resultsaot®d by this method, however, it should be
kept in mind that in the numerical solution of thguations a certain error accumulates,
irrespective of the method used, the force fieldsapproximated with some limited though
increasing accuracy and the behavior of the elacsieell of the atoms is quite roughly
approximated. All this leads to certain inaccuradiethe final result.

MM/QM. The methods for quantum simulations are extrerpelyerful, but at the
same time very demanding from a computational @etsge. Furthermore — for large systems
of atoms, like the biological ones, they practigalb not work. On the other hand, MM and
MD allow for the simulation of large-scale systerhsf they also suffer from a number of
shortcomings. In particular, it is not possiblesimulate properly the breakage or formation
of covalent bonds. Therefore, a new class of hybr&thods, combining the advantages of
both types of calculations — the accuracy of thanum computations and the speed of the
classical ones, were developed. They are knowrytarschor mixed QM/MM methods. In this
approach two types of simulations are carried oantgeneral, the system is modeled by using
MM (so, classically) and only small areas therdonding sites, enzymes’ active sites, etc.),
including a small number of atoms (several dozeaismost) are simulated quantum-
mechanically. The main advantage of these meth®ot®ir high speed. In the more recently
developed schemes light nuclei (hydrogen) and mlechells can also be treated at quantum
level. In particular, hydrogen tunneling that plags important role in many biological
processes can be simulated that way.

Some of the most popular packages for MM and MDukations are:

- AMBER [19] — a package for molecular dynamic siatigns. Simultaneously, under
the same name comes a set of widely used foreksfiel biological molecules;

- CHARMM [20] — a package for MD simulations. Higtally, this is the first package
for MD simulations. Under the same name force §efdr the parameterization of
proteins, DNA, RNA, and lipids have been developéedhould be borne in mind that
these force fields are optimized for the TIP3P watedel, which should be therefore
employed in these simulations;



27

- GROMOS [21] — a package for MD simulations. Undlee same name has been
developed a set of force fields, particularly salgafor modeling of biological molecules;

- GROMACS [22] — a package with free access for NtDugations built on the basis
of the package GROMOS, and considerably extendesddpe and functionalities. Uses
the force fields of GROMOS;

- LAMMPS [23] — a package for MD simulations witre& access. Supports a wide
range of force fields; suitable for simulationsbhadmolecules. The force fields used are
compatible with CHARMM, AMBER and GROMACS. Severghter models — TIP3P,
TIPAP and SPC are implemented in it. A special ouktlor parallelization of
computations is employed;

- NAMD [24] — a package with free access, specidiyeloped for the simulation of
biological molecules and optimized for parallelieatof computations on large numbers
of processors (over 1000). Uses the force fiel@ldARMM. The package has a built-in
interface for reading input files from packages AW CHARMM and GROMACS.

When performing simulations with software packafmsmolecular dynamics, the
output is a file where the trajectories of the adamthe modeled system are stored. These
trajectories have to be visualized. A suitable paekfor this purpose is VMD [25]. This is a
specially designed product with free access foualigation, animation and analysis of
complex biomolecular systems using 3D graphicsaiitread the output files of practically all
of the above software products for simulation @fdgical molecules.

4. Investigation of biomolecule interactions

One of the main tools for the study of biologicadletules is the method of computer
modeling based on molecular dynamics. MD simulatiprovide detailed information about
the fluctuations and changes of proteins and nudeids. This method is routinely used for
investigations of the structure, dynamics and tleetynamics of the biological molecules and
their complexes. In current literature results dd imulation of proteins dissolved in water,
protein-DNA complexes and lipid systems dealing hwivarious aspects of the
thermodynamics of binding of ligands and the foddiand packaging of relatively small
(short) proteins are continually published. Nowaddiere are many specialized techniques
for solving particular problems, including those ievh take into account the quantum-
mechanical effects. The MD modeling technique s alvidely used for determining the
spatial structure of biological molecules by analgzthe information obtained from studies
using X-ray diffraction and nuclear magnetic reswea

With the help of computer simulations usually twasses of problems are solved. The
first is the construction of a computer model cé thehavior of a given protein in order to
study its interaction with other proteins, RNA oNBA. These models provide valuable
information for a number of vital processes ocawgtin cells or in the intercellular space. The
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second class of problems is studying the interactd a protein with small molecules
(ligands) that are able to block its biologicaliaty when bound to it in a stable complex.
This is the classic version of the search for newgsl

In order to study particular protein, DNA or RNAistfirst necessary to identify those
areas thereof which are:

— catalytic centers in the tertiary structure of pinetein;

— potential active centers of the interaction of phetein with other proteins;
— centers of interaction protein — DNA,

— centers of interaction protein — RNA,;

— centers, the impact on which might lead to modiiain the 3D structure of the
protein.

There is a range of established software prodwdtsch identify and visualize the
functional centers of macromolecular structures g 28], based on the information stored
in different databases. These databases contammation about the coordinates of the atoms
in a given center, a functional description of tiemter, a description of the protein, to which
belongs this center, physico-chemical and struttanaracteristics of the center and its
surroundings.

Once the potential centers of the investigatedemaire identified, a scanning (virtual
screening) of the possible candidates for ligaageerformed by evaluating the probability for
them to build a stable complex with the proteina fandidate has been found that can stably
bind to the protein, a simulation of the possibiteriactions of the created complexes with
known proteins in the human body is carried outrnter to determine their potential toxicity
and possible side-effects. When modeling the behabfi biological molecules and potential
drug candidate (as a rule, relatively small molesylvery large and complex systems of
differential equations are solved. This is so ewdren making different approximations or
simplifications of the potentials. This require® thse of parallel algorithms and powerful
computational resources.

Virtual screening (docking). Due to the vast variety of potential candidates fo
ligands (a huge number of organic and inorganicmmmds), it is practically impossible to
make MD simulations for all of them. In order tgpaeate the potential ligands relatively
quickly (for a known target) methods for rapid @&sseent of the probability for ligand
binding to the target have been developed. A nurnbénese methods for virtual screening
are based on a study of the geometric compatilolitthe two molecules. The first step in
these investigations is the verification if the d@ate ligand may physically be in the correct
position relative to the active center of the targ® as to allow for the binding of both
molecules. For this purpose all possible orientetiof the candidate ligand are examined and
for every one of them an assessment of the bingliogability is performed. The orientation
with the highest binding probability is thus seézttThe procedure is conducted in two steps
— first, generating all possible orientations oé tandidate ligand and then evaluating the
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probability for binding. There are many mathemadtiogethods for solving these two
problems, but actually all of them proceed in saene scheme. The process begins with a
description of the active site by constructing pla¢ential surface through which the molecule
reacts with the environment — the so called VanWeals surface. Spheres are then attached
to it that fill the local potential minima. Witlhése spheres an inverse image of the active site
is created. Different orientations of the ligand tasted, seeking a match between the centers
of the spheres and the atoms of the ligand. Thatgréhe overlap, the more completely and
accurately the ligand repositions itself in the ihactcenter. The number of possible
orientations varies depending on the ligand mo&c@n average between 500 and 1000
different orientations a created per ligand.

In order to evaluate and sort the different oridotes an evaluation criteria are
introduced. For this purpose scoring functions,edasn the consideration of different
physical characteristics of the binding of the tmolecules, are used. The more detailed the
account of the physics of the binding process,ntloee accurate is the assessment, yet it is
more intensive from a computational perspective. bAsic physical quantity which
characterizes the binding of the two moleculefiéskinding energy, with negative values of
this parameter corresponding to the attraction eeiwthe two molecules and positive values
— to their repulsion. In calculating this energyfetent terms can be taken into account,
depending on the complexity of the scoring functierelectrostatic interactions, Van der
Waals interactions, interactions with the solvevatér), the influence of the presence of ions
in the environment (pH) and other. It is possildeneell to follow the time evolution of the
entire system by solving the Newton equations, ice.perform a molecular-dynamic
simulation.
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The main purpose of docking methods is the initr@pection and scanning of
databases for potential candidate ligands for hontlb a predefined target. As a result of this
scan, a small number of ligands with a high bingiogential to the target are selected, which
then subsequently undergo a more detailed simualagidM, MD, or MM / QM) or
experimental testing.

There exist a variety of software packages forkamc Here we shall mention only
some of the most popular ones: DOCK 6 [29], Autdbat2 [30], ArgusLab [31],
MAESTRO [32] and DokckingServer [33].

Methods for the quantitative study of the structure — function relationship
Fig. 14 Exampleof a ligand (aspirin, bound to the target moleci
(cyclooxygenase).
(QSAR, Quantitative Structure-Activity Relationship). One of the widely used methods to
assess the potential activity of drug candidateésaged on the assumption that molecules with
similar structure have the same chemical or bicklgiactivity. In this process, the
quantitative relationship between the structureéhef molecules and their activity is looked
for. When such a relationship is established onbihsis of experimental studies and high
enough statistics is accumulated, it can be assuthatl the molecule with unknown
properties and a structure similar to that of #&ted molecules possesses a similar activity.
For this purpose, models are built based on statistnethods, revealing the correlation
between the biological activity (including the desi therapeutic or side effects) of the
compounds (drugs, toxins, impurities, etc.), anscdptors representing the structure of the
molecule or specific its properties. These modetsapplied to discover new drugs, in the
optimization of ligands and their toxicity evaluatj risk assessment and decision-making by
regulatory authorities. The quality of these mod##pends strongly on the quality of the
biological data, the choice of descriptors, and tiséatistical methods used.
QSAR models are often used to determine the chémstoactures, which may have an
inhibitory effect upon specific targets and at theme time low toxicity (non-specific
activity). In most cases, these models are usedssess the interaction of the classes of
molecules with certain enzymes and receptor cer@#R models are also applicable to the
evaluation of the protein — protein interactionsisTclass of methods will be presented in
detail in a separate series of lectures (see la¢sceview of D. Bova [34]).

Molecular dynamics. After a relatively small number of candidate liganare
selected, molecular-dynamics simulations of theidimg to the target can be performed. The
work flow of such a simulation is shown schematycal Fig. 15 and comprises the following
steps:

Determination of the 3D structure of the target #imel ligand. These structures are
obtained experimentally by X-ray diffraction or NMRhey can be found in the
following databases: Protein Data Bank (PDB) [35]fer polypeptides and
polysaccharides; for molecules up to 24 units #leoCambridge Structural Database,
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CSD [36] can be used. Very small organic and ineiggenolecules can also be found
in PubChem [37] and Drugbank [38]. Structures gjariucleids and nucleic acids are
stored in Nucleic Acids Data Bank [39]. Inorganiolectules can be downloaded from
the Inorganic Crystal Structure Database [40]. Ateresting database is Genbank
[41], which stores all known nucleic acid sequenesswell as information about the

proteins they encode. In case the 3d structur@eohtolecule is unknown, one may
attempt to construct it by using MD simulation @mng other suitable algorithm to

carry out its folding. It should be kept in mindattthis is an extremely complex task,
with a not very reliable outcome. Another possipils to use a homology modeling

[42]. It is based on the fact that proteins, in aththere is a match of the primary
structure, greater than 25-30%, have similar 3Dcttires. In this case a protein with
known three-dimensional structure, which has a gnnstructure similar to that of the

unknown protein, is looked at. This structure igdiss input for the subsequent
folding of the protein.

| 3d structure |

Topology building
Force field

System relaxation

Simulation
Trajectory analysis

Fig. 15 MD simulation work flow.

Once the file with the coordinates of the atomslasvnloaded, it is necessary to
visualize and carefully inspect it. In the recoustion of the 3D — structure of
complex molecules often individual atoms or groapatoms are missed. These gaps
have to be filled in, starting from the known linestructure of the molecule. One also
needs to restore the hydrogen atoms in the moleathieh are not included in the file.
Most of the visualization packages have softwaae @lntomatically recovers hydrogen
atoms;

The next step is defining the interaction poterietween the atoms, i.e. setting the
force fields. As already noted, a wide range otéofields for proteins and nucleic

acids has been developed. It is important to useater model consistent with the

corresponding force field. More complicated is $iteation with creating a force field

for molecules that are not composed of amino aciften there are no such fields
available and one has to perform, as long as dessgjbantum calculationguf-initio),

to build the necessary force field upon them;

In the construction of the three-dimensional stritetof the molecule, as a result of
inaccuracies in the reconstruction of the positiofithe atoms some of them can come
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very close to each other. These would cause langeg of interaction between them,
resulting in problems during the MD simulation. Bwoid this, an initial energy
minimization has to be carried out, to bring thenad into their natural positions;

In order to carry out X-ray analysis of a molecuies necessary to crystallize it. The
resulting picture of the 3D structure correspor@s t'frozen” molecule. At normal
temperatures (300 310 K) the 3D structure may differ substantialigrh the X-ray
data. Therefore, prior to the essential MD simauladithe molecule is placed in water
and is ‘tempered’ by means of a short MD simulafjosually, 100 ps) af = 300 —
310 K;

The last two steps are conducting the essentialditiulation (production run) and
analysis of results.

Fig. 1€ MD simulation of the binding of human interferorrgaa (the red molecule) to
its extracellular receptors (the yellow moleculeBellow, the cell membrane is seen;
the water molecules are not shown.

High-performance computing. It is necessary to use powerful computer systems f
performing simulations of the interaction of biola molecules. In most cases it is
practically impossible to handle the tasks on sirggire computers, as they will need running
for years. Therefore, high-performance computingiesys are in use in these simulations. In
the search for new drugs usually two types of mwolsl are solved: the interaction of a small
molecule (candidate ligand) with a relatively langelecule (protein, RNA, DNA) and the
interaction of two large molecules (two proteingratein and DNA, etc. ). In the first case it
might be possible for tasks to be executed in &@able time of a single processor. Since it is
necessary to examine many candidate ligands (eatypxample is the docking), it is possible
that the respective tasks of the same type canebt smultaneously for execution on
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different processors, as these are independenegses and the individual CPUs do not need
to exchange information with each other. This alldevuse a computers which are not in the
same place (distributed computing). A suitable emment for such calculations is Grid.
This is a global network of computational resouyogbkich allows not only to store and
access information (as WWW), but provides also asimg power to process this
information. Using Grid allows running simultanetyuhousands of tasks.

In cases where it is not possible for a task tgpédormed in a reasonable time on a
single processor, multiprocessor computing systésmgercomputers) come in use, together
with the parallelization of computations. In thigse, the molecules are broken down into
small (from several tens to thousands of atomgspeach part being handled by a separate
processor. Since the change in the position of atwin leads to a change in the potential of
the system, this information has to be passed omllt@rocessors participating in the
computation at every time step. This imposes speeguirements for fast communication
between the processors working to solve the samsie frocessors themselves must be
located in the most compact way. Modern computstesys allow for parallelization of a task
on several thousand processors. This enables hogimhplex simulations of large molecular
complexes (see Fig. 16).

Modern methods for computer simulations of therattions of biological molecules
strongly increase the efficiency of molecular bgplaesearch and of the search for new drug
candidates. They are gradually replacing costlyeerpents and significantly reduce both the
costs and the time needed to conduct the research.
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